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Abstract

LLMs have achieved remarkable fluency
and coherence in text generation, yet their
widespread adoption has raised concerns about
content reliability and accountability. In high-
stakes domains, it is crucial to understand
where and how the content is created. To
address this, we introduce the Text pROVE-
nance (TROVE) challenge, designed to trace
each sentence of a target text back to specific
source sentences within potentially lengthy or
multi-document inputs. Beyond identifying
sources, TROVE annotates the fine-grained re-
lationships (quotation, compression, inference,
and others), providing a deep understanding
of how each target sentence is formed. To
benchmark TROVE, we construct our dataset
by leveraging three public datasets covering 11
diverse scenarios (e.g., QA and summarization)
in English and Chinese, spanning source texts
of varying lengths (0-5k, 5-10k, 10k+), empha-
sizing the multi-document and long-document
settings essential for provenance. To ensure
high-quality data, we employ a three-stage
annotation process: sentence retrieval, GPT-
40 provenance, and human provenance. We
evaluate 11 LLMs under direct prompting and
retrieval-augmented paradigms, revealing that
retrieval is essential for robust performance,
larger models perform better in complex rela-
tionship classification, and closed-source mod-
els often lead, yet open-source models show
significant promise, particularly with retrieval
augmentation. We make our dataset available
here: https://github.com/ZNLP/ZNLP-Dataset.

1 Introduction

Large language models (LLMs) have demonstrated
great potential in natural language generation, pro-
ducing highly coherent and fluent human-like text.
However, their rapidly increasing prevalence raises
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significant concerns regarding content accountabil-
ity and reliability. While considerable efforts have
been made in citation (Li et al., 2024; Huang et al.,
2024; Cao and Wang, 2024; Aly et al., 2024) and
grounded generation (Li et al., 2022; Brahman
et al., 2022; Slobodkin et al., 2024), most exist-
ing studies focus on single-document-level source
identification, leading to a significant gap in meet-
ing the requirements of real-world scenarios. For
instance, in domains like legal document drafting
or medical reporting, it is crucial to identify where
a sentence originates and understand how it has
been generated from the sources.

To bridge this gap, we introduce the challenge
of text provenance (TROVE), which involves trac-
ing a target text to the given source document(s)
and establishing fine-grained relationships between
the target and its source. TROVE is critical and
challenging for large-scale information, as tracing
sources becomes more complicated with longer
or more numerous documents. To benchmark
TROVE, we construct our dataset based on three
public datasets: LongBench (Bai et al., 2024),
LooGLE (Li et al., 2022), and CRUD-RAG (Lyu
et al., 2024), considering the perspectives of multi-
document, long-document, or their combination.

Specifically, we first select examples with multi-
sentence outputs to ensure sufficient sources and
categorize data by original scenarios (question an-
swering or summarization), languages (Chinese or
English), input text length (0-5k, 5k-10k, or 10k+),
and number of input documents (single-document
or multi-document), aiming for a balanced distri-
bution across each dimension. Next, we employ
multiple information retrieval methods to recall the
candidate source sentences for each sentence in the
target text. Then, we use crafted prompts to guide
GPT-40 in preliminary annotation, aiming to iden-
tify the sources of target sentences from retrieved
candidate sentences and classify the target-source
relationships into quotation (verbatim or partial
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Document 1

. -
[1] Swedish medical team hoping for world first as women born without uterus or who lost it to cancer get embryo ...

[3] Dr Mats Brannstrom, professor of obstetrics and gynaecology at/Gothenburg University, said his team had embarked on ...

[8] We have already begun transferring embryos into four of the women and plan to make attempts with the others when they are ready...
[9] He would not say whether any of the women were pregnant at the moment.

[10] In a study published last week, the team said that there were "mild rejection episodes" in four women who received donated wombs.
[11] Two patients had to have the uterus removed because of complications.

7
A

1 Document2 |

[4] In all, nine women in Sweden have received new wombs since 2012, but two had to have them removed because of complications.

[11] Doctors in Britain and Hungary also are planning similar operations, but using wombs from women who had just died. .

[14] Some doctors said women who got pregnant with a new uterus would have to be watched carefully for how the womb progresses throughout
pregnancy.

[16] In a study published last week, Brannstrom and colleagues described the procedures used to transplant the nine wombs and said there were "mild
rejection episodes" in four patients.
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Figure 1: Overview of the difference between text provenance and related tasks. Solid arrows indicate required
inputs and outputs, while dashed arrows represent optional ones. Compared with existing studies focusing on
single-document or coarse-grained scenarios, our TROVE involves finer-grained provenance.

copy), compression (summarization or paraphrase),
inference (expansion, generalization, or specifica-
tion), and others (e.g., negation). Each target sen-
tence can be traced to multiple source sentences,
and different relationships may apply simultane-
ously. For instance, a target sentence sourced from
[a, b, c] might have [a, b] labeled as compression
and [c] as quotation. Finally, we conduct a human
review, requiring annotators to verify each anno-
tation by considering both the source document(s)
and the results produced by GPT-4o.

We perform a comprehensive evaluation of 11
models under two paradigms: direct prompting
and retrieval-augmented, yielding valuable insights
into the capabilities of current models in TROVE.

Our main contributions are as follows:

* We introduce TROVE, a new challenge that
traces each target sentence to its originat-
ing sources and classifies fine-grained target-
source relationships beyond coarse-grained or
single-document source identification.

* We present a carefully curated dataset cover-
ing multiple scenarios, languages, and source
lengths. Our three-stage annotation produces
high-quality, fine-grained provenance data.

* We systematically evaluate 11 LLMs (both

closed-source and open-source) under multi-
ple scenarios, revealing the necessity of re-
trieval augmentation, the advantages of larger
models for relationship classification, and re-
lationship classification remains challenging.

2 Related Work

Citation Text Generation. Citation text genera-
tion focuses on producing text enriched with cita-
tions to enhance verifiability, making it widely ap-
plicable in academic writing (Jurgens et al., 2018;
Xing et al., 2020; Lauscher et al., 2022; Mandal
et al., 2024) and LLM-based chatbots (Li et al.,
2024; Huang et al., 2024; Cao and Wang, 2024;
Aly et al., 2024). Existing approaches can be cate-
gorized into parametric and non-parametric meth-
ods. Parametric methods (Mandal et al., 2024,
Gu and Hahnloser, 2024) rely on knowledge and
patterns implicitly encoded within the model pa-
rameters to generate citation text. However, they
face challenges in incorporating new citations or
knowledge updates and are prone to hallucinations.
Non-parametric methods (Gao et al., 2023; Huang
et al., 2024; Li et al., 2024) directly access external
knowledge sources, such as citation databases, doc-
uments, or retrieval systems, to produce more reli-
able citation text. These approaches often leverage
retrieval-augmented generation (RAG) techniques



to integrate retrieved information with text genera-
tion. However, citations are typically generated in
a post-hoc manner, which increases latency. Most
existing methods focus on producing document-
level, single-reference citations and emphasize the
quality of the generated text.

Fact Verification. Existing studies on fact ver-
ification (Chen et al., 2024; Zheng et al., 2024;
Churina et al., 2024) typically follow a two-stage
approach: evidence retrieval and claim verifica-
tion. Evidence retrieval aims to identify rele-
vant passages or documents using information re-
trieval (Chen et al., 2022; Zheng et al., 2024) or
neural ranking models (Malviya and Katsigiannis,
2024). Claim verification aims to determine the
authenticity of a claim by comparing it with the
retrieved evidence, which has received more atten-
tion (Zhong et al., 2020; Zou et al., 2023).

Grounded Text Generation. Grounded text
generation aims to produce text consistent with
external sources of information, such as knowl-
edge bases (Li et al., 2022; Lu et al., 2022), doc-
uments (Slobodkin et al., 2024; Hsu et al., 2024),
or real-world facts (Godbole et al., 2024; Brahman
et al., 2022). This task ensures factual accuracy and
coherence in generated content, as seen in applica-
tions like dialogue generation (Li et al., 2022; Lu
et al., 2022) and factual summarization (Slobodkin
et al., 2024; Song et al., 2022).

Text Provenance: Unique Challenges and
Contributions. As shown in Figure 1, while cita-
tion text generation, fact verification, and grounded
text generation all involve interactions between gen-
erated text and external sources, they each empha-
size different aspects. Citation text generation fo-
cuses on incorporating references to support claims,
fact verification aims to validate the truthfulness of
statements, and grounded text generation ensures
consistency with external information. In contrast,
text provenance uniquely concentrates on identi-
fying the specific source sentences for each target
sentence and classifying the precise nature of their
relationships, such as direct quotation, compres-
sion, inference, or negation. It requires retrieving
relevant source sentences and performing a detailed
semantic analysis to categorize the type of rela-
tionship, thereby providing a deeper understanding
of how generated text originates from its sources.
Consequently, text provenance extends beyond the
capabilities of existing tasks by offering a more
granular and relationship-focused approach to trac-
ing the origins of generated content.

3 Task Formulation

Text Provenance aims to identify the source sen-
tences for each target sentence in a generated text
and classify the relationship between them using
a given document collection. Specifically, given
a target text T = {ty,t2,...,t,}, wWhere each ¢,
is a target sentence, and a document collection
D = {dy,ds,...,dn}, where each documents d;
contains a set of sentences {s; 1, 52, ..., Si i, }» the
task is to determine, for each target sentence ¢;, a
set of source sentences {s; j, , Si jo, ---» Si j), } from
D and classify their relationships.

Each target sentence ¢; may derive from multiple
source sentences. The relationship between ¢; and
each source sentences s; ; is categorized into one
of the following types: Quotation, where ¢; is
a verbatim or partial copy of s; ;; Compression,
where ¢; is a paraphrase or a summary derived from
multiple source sentences, such as s; j, and s; j,;
Inference, where ¢; is logically inferred from one
or more source sentences, such as s; ;; Others,
where ¢; does not fit the above categories, including
cases like contradiction or negation.

For example, a target sentence ¢; may be derived
from multiple source sentences, such as s1 2, 513,
and so, 1, where the relationship between ¢; and s1 2,
51,3 could be classified as compression, and the re-
lationship between ¢; and s2 1 could be classified
as inference. This task thus requires a system to
identify the appropriate source sentences and deter-
mine the precise relationship between each target
sentence and its sources, which presents a complex
challenge in understanding the fine-grained rela-
tionships between generated text and its origins.

4 Datasets
4.1 Data Collection

Text provenance becomes particularly crucial when
dealing with large volumes of information, as trac-
ing sources becomes more difficult with increas-
ing document length and number. Therefore, we
construct our text provenance dataset from the per-
spective of multi-document, long-document, or a
combination of both, based on three public datasets:
LongBench (Bai et al., 2024), LooGLE (Li et al.,
2022), and CRUD-RAG (Lyu et al., 2024).
LongBench focuses on long-context understand-
ing and comprises 21 datasets in both English and
Chinese across 6 task categories, covering key long-
text application areas such as single-doc QA, multi-
doc QA, and summarization. LooGLE is a com-
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Figure 2: Overview of our data annotation. (a) Sentence Retrieval: selecting candidate provenance sentences using
multiple retrievers; (b) GPT-40 Provenance: automatically annotating provenance relationships based on retrieved
sentences; (¢) Human Provenance: reviewing and refining GPT-40’s annotations while independently checking
source documents to identify missing provenance sentences. Di-j denotes the j-th sentence in the i-th document.

prehensive benchmark for evaluating long-context
understanding in large language models. It fea-
tures extremely long documents (post-2022) with
over 24,000 tokens each and 6,000 questions across
diverse domains, designed to assess short- and long-
dependency tasks. CRUD-RAG is a comprehen-
sive Chinese benchmark for evaluating Retrieval-
Augmented Generation (RAG) systems. It cate-
gorizes RAG applications into four CRUD oper-
ations, i.e., Create, Read, Update, and Delete. It
provides diverse evaluation tasks such as text con-
tinuation, question answering, hallucination modi-
fication, and multi-document summarization.
From these datasets, we select examples where
the output (or reference) contains multiple sen-
tences, using these as the target text for our task.
This approach ensures that the target text provides
sufficient material for detailed source tracing, as
each sentence may originate from different frag-
ments of the input documents. We then treat each
sample’s original inputs as a unified document
collection. Specifically, we sample from GovRe-
port, OMSum, SAMSum, VCSum, and MultiNews in
LongBench and the long-dependency summariza-
tion (LongSum) task in LooGLE. Additionally, we
include samples from EventSum, QAldoc, QA2doc,
and QA3doc in CRUD-RAG. We categorize data by
different tasks, languages (English and Chinese),
input text length (0-5k, Sk-10k, and 10k+), and the
number of input documents (single and multiple),
trying to achieve a balanced distribution across
these dimensions. Although we strive for a bal-
anced distribution across these categories, some
subsets inevitably remain underrepresented.

4.2 Data Annotation

We employ GPT-4o to alleviate the manual annota-
tion workload, as shown in Figure 2. For each tar-

get sentence t;, the annotation procedure consists
of three steps: (a) sentence retrieval, (b) GPT-40
provenance, and (c¢) human provenance.

Sentence Retrieval. Due to the lengthy input
text, GPT-40 may ignore key sentences when di-
rectly tracing provenance through long passages.
To mitigate this, we first retrieve candidate prove-
nance sentences using the target sentences as
queries and then perform provenance based on
these sentences. We have presented ablation stud-
ies to validate this approach. Moreover, different
retrievers capture diverse semantic features. To
maximize the recall rate of candidate provenance
sentences, we aggregate the results from M distinct
retrievers. Each retriever selects the top-£ most rel-
evant sentences, denoted as R;(D, t;), forming the
following set of candidate provenance sentences:

M

cands = U R;(D,t;) (1)
To reduce recall errors, only the union of sentences
recalled by at least two retrievers is considered. We
employ three retrievers: BM25 (Robertson et al.,
2009), Dense (Luan et al., 2021), and LCS (Saadah
et al., 2013). Each retriever selects the top-k most
relevant sentences, where k = 10 .

GPT-40 Provenance. Based on the candi-
date provenance sentences, GPT-40 conducts fine-
grained annotation and classifies the provenance
relationship types, as depicted in Figure 2(b). The
detailed prompt is provided in the appendix.

Human Provenance. Annotators review GPT-
40’s results to verify the provenance sentences and
their corresponding relationship types. Noting that
GPT-4o0 can ignore critical details, the annotators
examine the document collections to address any
omissions. As illustrated in Figure 2(c), the sen-
tences “D2-2” and “D2-4”, which contain “12,000
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Figure 3: Dataset distribution.

Source Target Provenance
#Doc Lang
sentences tokens sentences tokens
docs  sentences tokens | sentences  tokens
/example /example /sentence /sentence
sinele zh 1.00 196.44  7,981.33 1.65 189.79 8.52 509.21 7.04 421.56
sing en 1.00 636.61 9,074.38 9.83  253.30 19.19 620.33 1.74 52.46
mulii zh 2.51 20.95 903.48 244 146.02 6.78 400.33 2.98 182.12
en 3.77 32793  7,222.53 12.13 32047 23.10 694.17 1.97 59.78
Table 1: Statistics of the dataset.
#Docs Lang ‘ Trace Type GPT-4o 4.4 Consistency Analysis
single b | 0096 5788 4391 To ensure dataset quality, 10% of the examples are
en 6410 5336 .5325 . . .
assigned to different annotators for consistency as-
muli Zh | 74006187 5328 sessment. We evaluate annotator agreement from
en .6004 4862  .6997

Table 2: Consistency of the annotation.

books” and “digital reading machine” respectively,
exhibit a strong connection to the target sentence,
yet GPT-4o fails to identify them. Therefore, the
annotators will incorporate these two sentences into
the final analysis. We invite 8 graduate students to
spend about 510 hours annotating the provenance
of 4,388 English and 811 Chinese sentences, cost-
ing an average of $0.20 per sentence.

4.3 Statistics of the Dataset

Table 1 provides detailed statistics of our dataset,
including (1) Source: the average number of docu-
ments, sentences, and tokens per sample. (2) Tar-
get: the average number of target sentences and
tokens per sample. (3) Provenance Results: the av-
erage number of provenance sentences and tokens
per sample and the average number of provenance
sentences and tokens per target sentence.

Figure 3 illustrates the dataset’s distribution
across key characteristics: (a) relationship distribu-
tions across the task, (b) task and language distri-
butions, and (c) source length distributions. These
visualizations highlight the dataset’s high diversity.

three perspectives: (1) tracing provenance sen-
tences, (2) classification of relationship types, and
(3) determination of necessary corrections to GPT-
40’s provenance sentences. To quantify agreement,
we use Fleiss” Kappa (Falotico and Quatto, 2015)
to measure the reliability across multiple annota-
tors. The results, presented in Table 2, demonstrate
that the annotation process is reliable.

S Experiment

5.1 Experimental Setup

We evaluate LLMs ranging from 6B to 671B
parameters, including open-source and closed-
source models. Open-source models include
Qwenl.5-Instruct series (Bai et al., 2023):
Qwenl.5-Instruct-7B-chat, Qwen1.5-Instruct-14B-
chat; Qwen2.5-Instruct series (Qwen et al.,
2025): Qwen2.5-Instruct-7B, Qwen2.5-Instruct-
14B; Llama-3-Instruct-8B (Grattafiori et al., 2024);
ChatGLM2-6B (Zeng et al., 2023); Vicuna-
7B-V1.5 (Chiang et al., 2023); DeepSeek-V3
(671B) (DeepSeek-Al et al., 2024). Closed-source
models include GPT-40', Gemini-1.5-pro, KimiZ.

The source length (0-32k) sometimes exceeds
the context length supported by most LLMs. There-

"https://chat.openai.com/
*https://kimi.moonshot.cn/
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Figure 4: Overview of evaluation metrics for TROVE, including source tracing and relationship classification.

fore, we adopt a sliding-window approach for sam-
ples where the source text exceeds the model’s
maximum length limit, denoted as M. Specifically,
the input text is split into chunks of 0 — M, M —2 x
M,2 x M — 3 x M, etc. Each chunk is processed
independently, and the final result is obtained by
merging the predictions of all chunks.

During GPT-40 provenance, initial retrieval sig-
nificantly enhances GPT’s recall rate. Thus, each
model is evaluated under two approaches: (1) di-
rect prompting tracing, where the model processes
the input directly, and (2) retrieval-augmented trac-
ing, where retrieval is performed first, followed by
tracing based on the retrieved results.

5.2 Provenance Automatic Evaluation

We propose an evaluation method to assess model
performance on this task, as shown in Figure 4.

First, to evaluate model accuracy in tracing target
sentences and texts, we introduce macro-average
and micro-average metrics at the sentence level.
Macro-average metrics compute precision and re-
call for each sentence and average them across all
target sentences in a sample. In contrast, micro-
average metrics aggregate true predicted categories
across all target sentences and calculate precision
and recall based on global statistics.

In addition to evaluating source sentence trac-
ing, we assess the model’s ability to determine re-
lationships between traced and target sentences.
Our evaluation system includes 13 metrics for
both source tracing and relationship classification:
macro-average and micro-average precision and
recall. Specifically, we compute Macro-Track-
P, Macro-Track-R, Micro-Track-P, and Micro-
Track-R for source tracing, as well as Macro-

Relation-P, Macro-Relation-R, Micro-Relation-
P, and Micro-Relation-R for relationship classifi-
cation. To intuitively compare models, we calculate
the F1 scores for Macro-Track-P, Macro-Relation-
P, Micro-Track-P, and Micro-Relation-P, averaging
them to derive the overall F1-score.

5.3 Evaluation Results

Impact of Retrieval-Augmented Tracing vs. Di-
rect Prompting Tracing. Across almost all mod-
els, retrieval-augmented tracing outperforms direct
prompting in F1 scores, often by a large margin.
For example, Qwen2.5-14B’s F1 jumps from 26.02
to 40.68 with retrieval, while ChatGLM-6B, which
nearly fails in direct prompting tracing with an
F1 of 0.02, improves to 3.47. Even closed-source
models show the same trend, as Gemini-1.5-Pro
significantly improves from an F1 of 9.61 to 51.18
with retrieval. It suggests that retrieval helps over-
come context-length limits and brings in the rele-
vant source text, making it much easier for models
to match target sentences with their sources.
Impact of Model Size. As shown in Table 3,
larger models generally achieve higher scores in
source tracing and relationship classification. For
example, Qwen2.5-14B (retrieval) outperforms its
smaller counterparts in most metrics, such as Track-
P and Relation-P. However, Qwen2.5-7B (retrieval)
achieves the highest Track-R scores, indicating that
smaller models can also perform well in specific
aspects of source tracing even if they do not lead in
the overall F1-score. While the trend favors larger
models, specific architectures or training strategies
allow smaller models to remain competitive in the
provenance task. Notably, for relationship classi-
fication, the advantage of larger models is more



Model Method | Macro | Micro | R
| ™ TR TFI RP RR RFI | TP TR TFl RP RR RFIl |
LCS | 1971 6342 2941 - - - 1971 6128 2925 - - - 14.67
Retrieval BM25 | 2373  78.66  35.70 - - - 2373 7692 3556 - - - 17.81
Dense | 17.85 69.54 2828 - - - 1885 6741 28.11 - - - 14.10
Union | 33.89 76.83  46.17 - - - 3316 7499 4513 - - - 22.82
Open-Source
Vieuna7h DP 680 2322 1050 237 8.53  3.69 678 23.10 1044 238 843  3.69 | 7.08
RA 27.14 4176 3250 979 1722 1238 | 29.10 4078  33.64 1039 1576 1244 | 2274
L Lama3-8b DP 516 1663 697 203 721 296 | 545 1550 643 184 620 249 | 471
amas- RA | 4374 3819 4061 2249 1951 20.82 | 49.81 3504 4107 2542 1840 2133 | 30.96
Chatelm.6b DP 002 004 002 001 0.00 001 004 002 003 001 0.01 0.01 | 0.02
gim- RA 368 406  3.84 1.50 1.76 160 | 1197 398 593 485 173 253 | 347
Qwenl.5-7b DP 647 4100 11.18 136 11.71 236 | 650 4082 10.84 127 1004 220 | 665
: RA 3599 5325 4226 11.02 1908 13.80 | 34.83 5219 41.00 1026 1648 1248 | 27.39
Quen2.5-Tb DP 8.88 4956 1477 289 1549 481 7.67 4950  12.94 193 1356 329 | 895
’ RA 4196 7192 5223 1473 2856 1923 | 39.50 69.72 49.65 1232 2455 1621 | 3433
Qwenl.5-14b DP 1250 3897 1684 371 1335 525 | 1336 3751 1693 365 1132 474 | 1094
went.o- RA 4507 53.68 4833 1406 2096 1672 | 4799 51.65 4920 1450 1790 1593 | 32.54
Qwen2.5-14b DP 2077 5225 3612 1511 2737 18.69 | 2950 4955 33.01 1437 2474 1624 | 26.02
’ RA 5460 5024 51.99 2922 2743 2812 | 64.68 47.02 5423 3349 2480 28.37 | 40.68
DeepSeck-V3 DP 4479 5656  49.80 21.88 2840 24.63 | 39.54 5431 4495 1746 2561 2041 | 3495
(671B) RA 49.17 5585 5194 2610 3120 2824 | 5075 5376 5193 2617 2854 27.19 | 39.83
Closed-Source

GPT4o DP 5931 5546 57.18 36.55 3398 3515 | 5732 5243 5455 3439 3161 32.81 | 4492
RA 73.14 5545 6272 4268 3287 3694 | 7481 5159 60.84 4293 3025 3538 | 4897

Gemini-l 5.0 PP 1330 13.00 13.10 754 744 746 | 1138 1171 1149 629 654 640 | 9.6l
P RA 7413 5853 6494 4502 3445 3875 | 73.80 5462 6243 46.00 33.52 3858 | 51.18
Kimi DP 3975 4729 4312 2038 2482 2234 | 3601 4465 39.68 1752 2203 1942 | 31.14
RA 6027 64.69 6225 3244 36.05 3407 | 5725 6150 59.15 3032 3341 31.73 | 46.80

Table 3: Experiment results of LLMs. DP and RA denote direct prompting tracing and retrieval-augmented tracing.
In both open-source and closed-source models, pink denotes the best DP results, while green marks the best RA
results. The bold values highlight the best results within open and closed-source models, respectively. Since the
union retrieval method outperforms each single retrieval method, we use the union retrieval method in RA.

consistent, suggesting that capturing complex re-
lationships (such as paraphrasing, summarization,
and logical inference) demands the enhanced repre-
sentational capacity of increased parameterization.

Precision—Recall Trade-offs Across Models.
We can find some interesting trade-offs when ex-
amining the precision and recall metrics for each
model. Some models, like Qwen2.5-7B with re-
trieval, prioritize recall, identifying more traced
sources with a recall of 71.92, but at the cost of
lower precision at 41.96. Others, such as Qwen2.5-
14B with retrieval, achieve a better balance, reach-
ing a higher precision of 54.60 while maintaining a
recall of 50.24. In real-world applications, a high-
recall system may be preferable when capturing all
possible source sentences, which is crucial, even
if some false positives appear. On the other hand,
a precision-focused system is better suited when
avoiding false positives is a priority.

Open-Source vs. Closed-Source. Among open-
source models, parameter sizes vary widely, from
a few billion (e.g., 6B—14B) to the much larger

Deepseek V3 with 671B parameters. Despite these
differences, larger models generally perform bet-
ter in direct prompting and retrieval-augmented
settings, especially in relationship classification.
Deepseek-V3 (DP) shows strong performance with
an F1 score of 34.95, outperforming many smaller
models. However, when retrieval is applied, mod-
els like Qwen2.5-14B begin to reduce the gap with
leading closed-source systems. For closed-source
models, Gemini-1.5-Pro (RA) and GPT-40 (RA)
achieve the highest F1 scores at 51.18 and 48.97,
performing well in both source tracing and rela-
tionship classification. However, Gemini-1.5-Pro
struggles with direct prompting, with an F1 score
of only 9.61, highlighting the importance of re-
trieval. While closed-source models still lead over-
all, their advantage is reduced significantly when
open-source LLMs use strong retrieval methods.

Relationship Classification. Besides source
sentence tracing, models must identify the relation-
ship between traced and target sentences (e.g., quo-
tation, compression, and inference). Relationship
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Figure 6: The performance of different

classification is more challenging than sentence
tracing, requiring the model to understand deeper
semantic and structural differences. Larger models
(e.g., Qwen2.5-14B, Deepseek-V3, and GPT-40)
tend to perform more consistently, showing higher
precision and recall in relationship classification
than smaller open-source models. However, no
model achieves highly reliable performance, sug-
gesting that accurately capturing deep semantic
relationships remains a challenging problem.

To conclude our analysis, we highlight the fol-
lowing key insights: 1) Retrieval is essential. Ev-
ery model benefits significantly from retrieval, of-
ten turning poor performance in direct prompting
into much stronger results when relevant context
is provided. 2) Larger models handle complex
tasks better. Larger models tend to perform better
in relationship classification, indicating that richer

60
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20

2k 16k 32k

(b) Retrieval-Augmented
models varies on different sourth lengths.

representations are crucial for handling complex
tasks. 3) Precision and recall involve trade-offs.
Some models focus on capturing more potential
sources, leading to higher recall but lower preci-
sion, while others do the opposite. The choice
between high recall and high precision depends on
the specific application. 4) Closed-source models
dominate, but open-source is catching up. Mod-
els like Gemini-1.5-Pro and GPT-40 achieve the
highest F1 scores, maintaining a clear advantage.
However, retrieval-augmented open-source mod-
els, such as Qwen2.5-14B, are making significant
progress and, in some cases, reaching compara-
ble performance. 5) Relationship classification
remains a challenge. No model achieves consis-
tently strong performance in detecting complex
relationships, showing that there is still room for
improvement in fine-grained provenance tasks.
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5.4 Analysis

Figure 5 and Figure 6 show model performance
across scenarios and source lengths respectively.

Models Performance Across Scenarios. Under
the DP method, GPT-40 performs better than all
other models across all scenarios. With the RA
method, Kimi, GPT-40, and Gemini-1.5-Pro each
exhibit distinct advantages in different scenarios.
For instance, GPT-40 leads in EventSum, QA3doc,
and QA2doc; Gemini-1.5-Pro outperforms others
in MultiNews, MultiNews_e, QMSum, QAldoc,
and LongSum; and Kimi shows outstanding per-
formance in SAMSum. These results suggest that
each model adapts differently depending on the
scenario. They also show that RA leads to more
significant improvements than DP, especially in
multi-document, dialogue, and meeting scenarios.

Models Performance Across Source Lengths.
Regarding source length, the RA is generally less
affected by longer texts. In the DP, once the source
length reaches 32k, only GPT-40 and DeepSeek-V3
maintain a passable but somewhat lower level of
performance, while the others see a significant drop.
Interestingly, Qwen2.5-14b usually falls behind
Kimi and Gemini-1.5-Pro, but it surpasses both
when the source length exceeds 20k.

Error Analysis. To understand model behavior,
we analyze the confusion matrices for GPT-40 un-
der both direct prompting and retrieval-augmented
conditions, with results shown in Figure 7a and
Figure 7b respectively. The matrices reveal a
clear hierarchy of relationship difficulty: Quota-
tion is easiest, followed by Compression, while
Inference proves most challenging. Three error
patterns emerge: (1) Compression bias — models
overpredict this category, with 533 Quotation and
311 Inference instances misclassified as Compres-
sion in RA; (2) "Inference—Compression" confu-

sion — 311 out of 672 true Inference cases are
misclassified as Compression, indicating difficulty
distinguishing between summarization and logical
derivation; (3) "Other" underrepresentation — only
7 out of 28 instances correctly identified, highlight-
ing challenges with rare relationship types.

Impact of Retrieval. While RA improves overall
performance (Inference correct predictions increase
from 168 to 299), it also intensifies misclassifica-
tion attempts. The Quotation—Compression errors
increase from 401 in DP to 533 in RA, suggesting
that additional context sometimes causes models to
overinterpret simple quotations as more complex
relationships. These patterns reveal fundamental
challenges in relationship classification that extend
beyond performance metrics.

6 Conclusion

We present TROVE, a fine-grained text provenance
challenge to enhance transparency and accountabil-
ity in text generation. TROVE traces each target
sentence to its source, classifying their relation-
ship as quotation, compression, inference, or oth-
ers. TROVE offers a rigorous foundation for under-
standing where and how text is derived. Our dataset
construction leverages three public datasets, Long-
Bench, LooGLE, and CRUD-RAG, covering 11
scenarios, 2 languages, and 3 source length ranges.

Experiments with major LLMs show that re-
trieval augmentation significantly improves perfor-
mance, especially for multi- and long-document
settings. Larger models handle complex target-
source relationships better, and while closed-source
models lead in performance, open-source models
reduce the gap with retrieval methods. However,
relationship classification remains a key challenge.



Limitations

We conclude the limitations of our study as follows:
(1) Lack of Hallucination Cases. Our dataset con-
struction relies on existing public datasets rather
than texts generated directly by language models.
As a result, hallucinations are absent in TROVE.
In future work, we will enrich the dataset by incor-
porating model-generated content. (2) Scalability
and Context Window Constraints. Although we in-
clude long-document and multi-document settings,
current LLMs are constrained by finite context win-
dows. In extremely lengthy documents, crucial
source sentences might be ignored during retrieval.
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A Dataset

Table 4 presents a detailed statistical overview of
our dataset, categorized across multiple dimen-
sions: document type (single vs. multi-document),
language (English vs. Chinese), scenario, domain,
origin dataset, and average document length.

Our dataset consists of English and Chinese
sources, covering multiple scenarios such as news
summarization, academic summarization, and ques-
tion answering. It includes domains such as news,
government reports, scientific papers, meetings,
and dialogues, ensuring broad coverage across dif-
ferent textual data types. The origin datasets in-
clude well-established resources, i.e., Long-Bench,
LooGLE, and CRUD.

To account for variations in document length,
we report #Avglen, which measures the aver-
age length of source documents in words for
English texts and characters for Chinese texts.
Multi-document datasets (e.g., MultiNews) tend to
have longer text sequences, while single-document
datasets vary significantly based on their domain
(e.g., academic papers in LongSum have much
longer texts than news articles in EventSum).

B Detail Experiment Results

We present experimental results for open-source
and closed-source LLMs under single- and multi-
document settings in English and Chinese. Table 6
shows the results for open-source models. Table 7
provides results for closed-source models.

We report metrics for direct prompting (DP) and
retrieval-augmented (RA) tracing. Each table in-
cludes macro- and micro-averaged precision, recall,
and F1 metrics for source tracing (T), relationship
classification (R), and an overall F1 score.

In single-document English tasks, among
open-source models, Qwen2.5-7B with retrieval-
augmented tracing achieves the highest F1 (35.02),
outperforming other open-source alternatives (e.g.,
Qwen2.5-14B with 34.50). However, the closed-
source Gemini-1.5-Pro obtains an even higher F1
of 48.39 with retrieval, making it the top per-
former overall in this single-document English sce-
nario. Notably, GPT-40 is quite capable under
direct prompting (33.97), exceeding the retrieval-
augmented baselines of most open-source LLMs.
However, almost all models (open or closed) show
significant gains when retrieval is introduced.

In single-document Chinese tasks, among open-
source models, DeepSeek-V3 (RA) leads with an

F1 score of 44.52, outperforming Qwen and Llama.
Among closed-source models, GPT-40 (DP) scores
42.99, while Gemini-1.5-Pro (RA) gets higher at
46.95. Although these closed-source models ex-
ceed most open-source options except DeepSeek-
V3, GPT-40 also performs well without retrieval,
scoring 43.61 with direct prompting, even better
than its RA variant. In contrast, Gemini relies heav-
ily on retrieval, as shown by its sharp jump from a
very low direct prompting score of 2.85 to 46.95
when retrieval is applied. This highlights the vary-
ing levels of dependence on reducing candidates
among different models.

In multi-document English tasks, Qwen2.5-14b
(RA) leads among open-source models with an
F1 score of 44.54, slightly ahead of DeepSeek-V3
(43.39). However, the closed-source Gemini-1.5-
Pro gets the top score with 51.25, outperforming
GPT-40 (48.34) and Kimi (49.48). GPT-40 also
shows strong performance without retrieval, scor-
ing 41.26, while Gemini struggles with a much
lower 15.80. This suggests that GPT-4o0 is naturally
better at direct prompting, whereas Gemini and
Kimi depend more on retrieved context to handle
complex multi-document provenance.

In multi-document Chinese tasks, DeepSeek-V3
(RA) leads open-source models with an F1 score
of 54.52, far ahead of Qwen2.5-14B (47.51). How-
ever, GPT-40 achieves the best overall with 61.09,
just ahead of Gemini-1.5-Pro (58.11) and Kimi
(57.33). This highlights GPT-40’s strong ability to
handle multi-source Chinese text.

In all, in single-document tasks, Qwen2.5-7B
and DeepSeek-V3 emerge as strong open-source
choices for English and Chinese, respectively, yet
Gemini-1.5-Pro can outperform them once retrieval
is incorporated. GPT-40 stands out for its rela-
tively high direct-prompting scores across both lan-
guages, showing strong built-in tracing capabilities.
Under multi-document conditions, the complex-
ity increases, and the top results often come from
closed-source solutions (e.g., Gemini-1.5-pro, GPT-
40, Kimi), although Qwen2.5-14b and DeepSeek-
V3 hold their own in the open-source domain. Mod-
els integrating retrieval, whether open- or closed-
source, generally exhibit greater gains and more
accurate sentence-level provenance.

B.1 Confusion Matrix Analysis Details

The observed discrepancies in total counts between
confusion matrices for different methods are at-
tributed to the following methodological factors:



#Doc Lang Tasks Number Origin Dataset Domain  #Avglen

mulii en MultiNews_e 133 Long-Bench News 8,672.77

" MultiNews 47 Long-Bench ~ News  3,118.66

GovReport 63 Long-Bench Report 6,836.30

sinele  en LongSum 15 LooGLE ArXiv  21,797.40

£ QMSum 47 Long-Bench ~ Meeting 9,222.79

SAMSum 55 Long-Bench  Dialogue  7,587.96

. QA2doc 90 CRUD News 713.97
multi zh

QA3doc 90 CRUD News 1,070.50

EventSum 32 CRUD News 758.97

single  zh QAldoc 32 CRUD News 676.41

VCSum 116 Long-Bench  Meeting 11,993.00

Table 4: Detailed statistics of our dataset. #AvgLen denotes the average length of the source document(s), measured
in Chinese characters for Chinese texts and words for English texts. Tasks indicates the data’s original task (scenario).

Final-Lable | Pre-Label
Copy
Quotion Paraphrase
Reordering
Fusion
Compression | Summary
Distillation
Inference
Inference Expansion
Generalization
Other Negation

Table 5: Mapping between pre-labels and final-labels.

(1) The retrieval-augmented method may fail to re-
trieve certain sentences from the source documents,
leading to variations in the number of ground-
truth sentences available for classification. (2) The
retrieval-augmented and direct prompting methods
trace different sets of source sentences due to their
distinct retrieval mechanisms. Sentences that re-
main untraced by either method are excluded from
the subsequent relationship classification task, re-
sulting in different sample sizes across experimen-
tal conditions. It is worth noting that we employ
the pass@5 evaluation metric for all experimental
assessments to ensure consistent and robust perfor-
mance measurement.

C Prompts

To prevent large language models from mislabeling,
the pre-labeling process of GPT-40 adopts a more
fine-grained classification, specifically as: Copy,
Paraphrase, Summary, Inference, Expansion, Fu-

sion, Distillation, Reordering, Negation, General-
ization. And the mapping between pre-labels and
final labels is shown in Table 5.

Prompt (LLM Provenance)

[Content] Target Sentence: Xxxx
Candidate Sentence [No.1]: xxx.
Candidate Sentence [No.2]: xxx.

Candidate Sentence [No.n]: xxx.

[Prompt]

Based on the [Content], which of the candidate sentences
can cover the content of the target sentence? Please provide
the number of the candidate sentences and the relationship
between the candidate and target sentences. The relation-
ships between the target sentence and candidate sentence,
including quotation, compression, inference, and negation.
Quotation: The target sentence either fully or partially
replicates a sentence from the input document. This can
include exact quotations, slight modifications, or the incor-
poration of specific phrases from the input document.
Compression: The target sentence condenses information
from one or more sentences in the input document.
Inference: The target sentence is based on information
implied by the input document rather than stated explicitly.
Negation: The target sentence negates or reverses the in-
formation presented in the input document.

The response format should refer to JSON format:

T json

L
{
"Candidate Sentence”: [xx],
"Relationship”: "Quotation”

"Candidate Sentence”: [xx],
"Relationship”: "Compression”

Figure 8: Prompt for LLM provenance in experiments.



Macro

Micro

LLM #Doc Lang. Method F1
TP T R T_FI R_P R_R R_FI TP T R T_Fl R_P R_R R_Fl

., DP | 045 241 076 021 152 037] 042 247 072 019 143 034 055

dingle RA | 2982 4696 3648 1050 19.69 13.69 | 32.01 4545 37.56 1105 1664 1328 | 2525

. DP | 897 3053 1386 319 1094 494 | 852 3051 1333 304 1108 477 92

Vieuna RA |2975 3247 3105 1012 1275 1128 | 3034 3281 3153 1026 12.63 1133 | 21.30

., DP | 245 1085 400 082 364 133] 221 1070 366 068 355 115| 258

- RA | 3080 4843 3772 1153 21.08 1491 | 3462 4645 39.68 12.84 1839 15.12 | 26.86

L, DP[1533 4900 2337 525 1801 813 |1596 4870 2404 560 17.66 850 | 1601

RA | 1809 39.17 2475 7.03 1534 964 | 1943 3840 2581 742 1539 10.02 | 17.55

., DP [ 353 3086 633 137 1205 245| 255 2067 469 095 1075 175 381

ingle RA | 5574 43.15 4864 2480 1866 21.30 | 5879 39.01 4690 2579 17.86 21.10 | 34.49

o DP | 151 170 160 052 065 058 210 146 172 059 045 05| 110

| Lama RA |2766 2011 2329 1495 1126 12.84 | 3205 19.55 2428 1724 1130 13.65 | 18.52

., DP [ 824 2655 1257 457 1390 688 | 712 2376 1096 375 1158 567| 9.2

- RA | 49.07 4730 4817 2608 2594 2601 | 5506 42.50 47.97 2972 23.10 26.00 | 37.04

. DP | 737 742 730 167 225 192]1004 703 834 205 203 204 | 49

RA | 4250 4218 4234 24.14 2219 23.13 | 5336 39.13 45.15 2894 2135 2457 | 33.80

. DP [ 000 000 000 000 000 000| 000 000 000 000 000 000 0.00

Jingle RA | 895 0973 932 380 458 416 |2506 992 1421 1135 470 665 | 858

. DP | 000 000 000 000 000 000| 000 000 000 000 000 000| 000

Chatglm RA | 042 020 027 028 006 0.10| 08 017 029 028 006 010 0.19

o DP | 006 017 009 004 00l 002] 016 008 011 002 002 002| 006

- RA | 532 623 574 191 239 2132190 579 9.5 775 215 337| 5.10

. DP | 000 000 000 000 000 000 000 000 000 000 000 000| 000

RA | 002 007 004 000 000 000| 010 005 007 000 000 000 003

., DP | 130 3084 250 039 1205 076] 129 3009 247 040 952 076 | 162

dingle RA | 3391 57.06 4254 1107 2261 1487 | 31.66 5525 4026 996 1858 12.97 | 27.66

L, DP | 722 3780 1213 191 1051 323 | 707 3776 1191 187 1020 316 7.6

Qwenl.5 RA | 43.16 4211 4263 1025 1165 1090 | 4295 42.11 4253 1001 1102 1049 | 26.64

-7b ., DP | 204 2008 381 048 894 091| 188 2885 353 048 717 091 [ 229

- RA | 3645 5401 4352 1462 2434 1827 | 3491 50.12 4115 13.16 19.59 15.75 | 29.67

o DP 1640 6628 2630 267 1533 454 | 1575 6648 2546 234 1328 398 | 1507

RA | 3044 5981 4035 813 1771 1115|2979 6126 4008 789 1673 1072|2558

., DP [ 141 2592 268 067 942 125| 103 2563 197 029 695 055 16l

ingle RA | 4435 6754 5354 1543 2865 20.06 | 4156 64.62 5058 1221 22.88 1592 | 35.02

o RA 1038 4609 1695 354 1421 567| 930 4608 1548 268 1332 446 | 1064

Qwen2.5 RA | 4367 5950 5037 1206 2057 1520 | 4260 59.01 4954 1132 19.68 1438 | 32.37

-To ., DP [ 436 4063 787 227 1496 394 | 250 4036 487 072 1224 135 451

- RA | 4550 7035 5526 2070 3392 2571 |41.16 66.15 5074 1645 2740 2055 | 38.07

. DP 1936 8550 3158 510 2338 8371775 8593 2943 403 2175 680 | 19.04

RA |3432 9028 4973 1073 31.09 1596 | 32.60 89.00 47.74 929 2826 13.98 | 31.85

o DP [ 077 3102 150 017 748 033| 072 2775 141 013 576 026] 038

dingle RA | 46.18 4482 4549 995 1405 11.65|50.84 4302 4661 1225 1213 12.19 | 28.99

. DP 1579 3288 2134 484 1001 652|1573 3276 2126 446 954 608 | 1380

Qwenl.5 RA | 4566 41.57 4352 1160 1417 1275 | 47.04 41.15 4390 12.02 13.12 12.55 | 28.18

-14b o DP | 637 4885 1127 285 2298 507 | 438 4669 801 158 1851 292| 6382

- RA |5035 6490 5671 23.14 32.69 27.10 | 4975 60.59 5464 2070 2641 2321 | 40.41

. DP 2705 4314 3325 699 1295 908 |3260 4285 3703 844 1146 9722227

RA | 3809 6345 47.61 1157 2293 1538 | 4433 61.84 51.64 13.02 1992 1575 | 32.59

., DP [ 1592 4957 2410 988 2578 1429| 790 4588 1348 440 2210 734 [ 1480

ingle RA | 4443 42.18 4328 2475 2371 2422 | 6035 3772 4643 31.53 19.50 24.10 | 34.50

o DP 3661 5026 4236 1777 2525 2086|3670 4958 4218 1712 2410 2002 | 3135

Qwen2.5 RA | 5724 3946 4671 2973 21.04 2464 | 6204 3930 48.12 3179 20.85 25.18 | 36.16

-14b o DP | 2186 6259 3240 1243 3663 1856|1692 5750 26.14 892 3171 13.92 | 2276

- RA | 53.62 57.14 5533 3155 3413 3279 | 6504 51.61 57.55 3625 2943 3249 | 44.54

o DP 4469 4659 4562 2037 2181 2106|5650 4524 5025 27.04 2107 23.69 | 35.16

RA | 63.09 6218 6263 3086 30.84 3085 | 7127 5946 64.83 3440 2942 31.72 | 4751

., DP [1734 2346 1994 1126 1533 1298|1153 2144 1500 683 1231 878 1417

ingle RA | 1822 2515 2013 1056 1607 1275|2007 2307 2147 1127 1324 12.18 | 16.88

. DP 5157 6288 5667 2324 2934 2504|5008 6259 5564 2156 28.57 2458 | 40.71

DeepSeek-V3 RA | 6386 5621 5979 31.08 2885 29.92 | 6337 5565 5926 30.15 28.16 29.12 | 44.52

., DP [3948 6000 4791 2339 3569 2826|2640 5682 3605 1401 30.79 1926|3287

- RA | 4845 59.18 5328 2925 3683 32.61 | 5520 55.54 5537 31.88 3274 3230 | 4339

. DP 7078 7902 7467 2963 3324 3133|7015 7637 7313 2745 3077 2902 | 52.04

RA | 66.13 8286 73.56 3352 43.04 37.69 | 6437 8078 71.65 3139 4001 35.18 | 54.52

Table 6: Experiment results of open-source LLMs under single- and multi-document settings in English and Chinese.

DP and RA denote direct prompting tracing and retrieval-augmented tracing.



LLM  #Doc Lang. Method | Macro Micro Fl

‘T_P TR TFI RP RR RFI| TP TR TFI RP RR RFI

en DpP 46.54 41.11 43.66 28.69 2508 26.76|46.72 37.16 4140 27.16 21.68 24.11 | 33.98

single RA 6596 5093 57.48 3599 27.69 31.29 | 70.60 46.50 56.07 36.01 24.30 29.02 | 43.47

+h DP 59.17 48770 53.43 38.02 31.44 3442 | 58.57 4825 5291 3727 30.71 33.68 | 43.61

GPT-4o RA 7547 43772 5536 41.82 2484 31.17 | 75.76 42.81 5471 4170 2432 30.73 | 42.99
en DpP 50.62 5520 5281 33.67 3536 3449|4503 50.64 47.67 2838 3193 30.05|41.26

multi RA 6498 58.04 6131 39.79 36.00 37.80 | 67.07 52.12 58.66 40.26 31.85 35.57 | 48.34

h DP 80.90 76.83 78.81 45.83 44.06 4493 | 7895 73.67 7622 4475 42.11 43.39 | 60.84

RA 86.15 69.12 76.70 53.14 4296 47.51 | 85.81 6493 7392 5376 40.51 46.20 | 61.09

en DP 16.01 1385 1486 883 740 8.05| 1285 11.57 1217 653 596 6.23 | 10.33

single RA 69.39 5551 61.68 4220 31.83 36.28 | 70.53 50.68 5898 44.17 31.30 36.64 | 48.39

/h DpP 434 381 406 195 173 183| 398 361 379 180 167 1.73| 285

Gemini-1.5 RA 77.54 4572 57.52 4998 29.20 36.86 | 76.98 4475 56.60 50.00 29.16 36.84 | 46.95
“pro DP 19.53 22.00 20.69 12.53 14.12 13.28 | 16.41 19.64 17.88 10.51 1235 11.35 | 15.80
multi en RA 6721 6436 6575 40.16 38.04 39.07 | 66.92 58.74 62.56 40.23 3531 37.61 | 51.25

h DP 1331 1233 1280 6.86 649 6.67 | 1227 1201 1213 633 620 626 | 947

RA 82.38 68.53 74.82 47.75 38.75 42.78 | 80.78 6430 71.60 49.60 3831 43.23 | 58.11

en DP 2462 30.16 27.11 13.05 15.65 1423 | 19.51 27.57 2285 992 1321 1133 | 18.88

single RA 6326 6236 62.81 30.85 3143 31.14| 5941 5849 5894 2853 29.07 28.79 | 4542

h DP 29.54 3202 30.73 1570 17.22 1643 | 2831 31.59 29.86 1459 1635 1542 |23.11

Kimi RA 46.88 4339 4507 2598 25.13 2555 |46.07 4272 4433 2540 2442 2490 | 3496
en DP 37.73 5120 43.45 21.44 29.85 2496 | 3042 46.25 36.70 15.77 2477 19.27 | 31.09

multi RA 60.13 70.01 64.70 35.08 4229 38.35|56.07 64.78 60.11 32.00 38.05 34.76 | 49.48

/h DP 67.12 7576 71.18 3132 36.54 3373 | 6579 73.18 69.29 29.79 33.80 31.67 | 51.47

RA 70.82 83.01 76.43 37.84 4533 41.25| 6746 80.01 7320 3537 42.11 3845 | 57.33

Table 7: Experiment results of closed-source LLMs under single- and multi-document settings in English and
Chinese. DP and RA denote direct prompting tracing and retrieval-augmented tracing.



Prompt (GPT-40 Provenance)

[Content] Target Sentence 1:
Candidate Sentence 1: XxX.
Candidate Sentence 2: XXX.

Target Sentence 2:
Candidate Sentence 1: xxx.
Candidate Sentence 2: XxXX.

[Prompt]

Given a target sentence and a set of candidate provenance sentences, your task is to identify which candidate sentence(s)
most likely served as the source for the information in the target sentence. The selected candidate sentence(s) should
directly support the target sentence, ensuring that every word in the target sentence can be traced back to the selected
candidate sentences, either in the exact form or as a synonym. And give the key relationships between the the
target sentence and selected candidate sentence, including: copy, paraphrase, summary, inference, expansion, fusion,
distillation, reordering, negation, generalization.

Key Relationships:

* Copy: The target sentence either fully or partially replicates a sentence from the input document. This can include
exact quotations, slight modifications, or the incorporation of specific phrases from the input document.

* Paraphrase: The target sentence conveys the same meaning as a sentence in the input document but uses different
wording.

» Summary: The target sentence condenses information from one or more sentences in the input document.

* Inference: The target sentence is based on information implied by the input document rather than stated explicitly.

* Expansion: The target sentence elaborates on or adds new details to the information found in a sentence in the input
document.

* Fusion: The target sentence combines information from multiple sentences or sections of the input document.

* Distillation: The target sentence distills key points from a longer, more detailed section of the input document.

* Reordering: The target sentence presents the same information as in the input document but in a different order.

* Negation: The target sentence negates or reverses the information presented in the input document.

* Generalization/Specification: The target sentence either generalizes the information (making it less specific) or
specifies it (making it more detailed) based on the input document.

Instructions:

1. For each target sentence, review the candidate provenance sentences provided and give the key relationships.

2. Select the candidate sentence(s) that best support the information in the target sentence.

3. Ensure that all elements of the target sentence are present in the selected candidate sentence(s) in the same form or as
synonyms.

4. Copy the selected candidate sentence(s) exactly as they appear in the [Content] section.

5. Do not generate any new content or modify the sentences.

6. The key relationship includes: copy, paraphrase, summary, inference, expansion, fusion, distillation, reordering,
negation, generalization.

The response format should refer to JSON format:

T json
L
{

"Provenance Sentence 1": str,
"Key Relationship”: str, # the relationship between target sentence and provenance sentence 1

}?
{
"Provenance Sentence 2": str,
"Key Relationship”: str, # the relationship between target sentence and provenance sentence 2
}?

Figure 9: Prompt for GPT40 provenance in annotation.



4 A R AR EF M )
1. 5%
LAFRAES G ABILEH AR AT T, RALRAMALASGIRLE) T, XA TAZ
FNTHE BRI AERMHZAGXE, QHEALZLAZEIA, AE, B4, #HE, LA
A T X 4% 349,
2. H X
BAR: T ARIAFTHENG T, BHESFRRIN-AREANTRAIENZ BT TREH
MALAET G T, LeAAESN., B4, HELRXER, PRANE T 8RB E RS T
I AT 6, A 6945 B
XERA
LAEZA (£9) : &455%., AE. TH44F
ZH/HEH (Copy) : BAROTERARIS LF TMALE TG T, CiE4555] M.
BRAGEIR A4 R85,
Z %5 (Paraphrasing) : BRSO THAT HEMALETEANGTHRGEL, E&AT AR
.
ZHAF (Reordering) : BARS) FEZIT HALA P AR GE L, 1R RE .
2.4 (20X %8) : b, B8
%4 (Fusion) : HAR&) FHERAMALL S NG FRISWELASE K,
¥4 (Summary) : BARS FHIMALAL T — AR S A ) T 6943 &HAT T 4 H Bk,
LHE (24R2%4) : AT E. Zifmi
¥ & (Expansion) : BAR&) T A\NAS F A8 T 8945 G247 T ¥ @ik Rofche 7 4w
o
%4 (Generalization) : B4R FA T ALAS P LR &84T TS, X TRRIRA
AR,
i (Specification) : BARS TAFTMALAE T2 &HAITT L FE M, £ 2w B4R,
4. F% (2% %8) : O8FTR, FARRR
% % (Negation) : BAR&) T & 2 RMEE T MALA T ZINE &
FRIEH: Ao TERMAIBTHOEEEETAREST RE,
BB BARSG T NS 6943 & AT T AR
3. ARz
P FEm AR B AR A
1Fem B A MALAS, ML LT AR E.
R BARL A, R EHEHNRGE T
FH®2: RFELEY T
stF BARL AT GEANE T, AMALAEFRE Q4% 8 THRBRE LG—ANAXEANE T,
B FFELE T, FEAATROXZRLE (AR, &, HEZ, TR) .
T3 HBFARA
LBELE: ARBIRE TOHOENTEATAETRGERS)TF KRB e RIMALAE T2
N FRAERZRARZBARG T, HHBERFESNMELS TS
F$F2RH: FAMOGTFHESWARZEARE (k5. &d) . ERAEELLRBEFER
5€ TR A% 2 6] F 3R AR R B B AR 8) T
BISLEE: 4R B476) TAERA T R LR R G RA T X, AR S LA AR N ALY
1% i &) F o B Rk
LEFXAAXM: FERAIERARIATEARGOETL, ARERFTHL) 2HFE1A,
&R 8] F TR 2 A48 Ko
Y ®4: ARiE
IR A B4 I8N A L H B4R T #mixit e T.
& A AN BERE KA )T
FH,S: At

(%érﬂﬁéﬁ@é@ﬁii, R e iEL G FAENAE. ETX AR XFZ LA T @2 4L I H
B4R T,

Figure 10: The guideline for human annotation.
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