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Abstract

Effective emotional support hinges on under-
standing users’ emotions and needs to provide
meaningful comfort during multi-turn interac-
tions. Large Language Models (LLMs) show
great potential for expressing empathy; how-
ever, they often deliver generic and one-size-
fits-all responses that fail to address users’ spe-
cific needs. To tackle this issue, we propose
a self-evolution framework designed to help
LLMs improve their responses to better align
with users’ implicit preferences concerning
user profiles (personalities), emotional states,
and specific situations. Our framework con-
sists of two distinct phases: (1) Emotional Sup-
port Experience Acquisition, where LLMs are
fine-tuned on limited emotional support con-
versation data to provide basic support, and (2)
Self-Improvement for Personalized Emotional
Support, where LLMs leverage self-reflection
and self-refinement to generate personalized
responses. Through iterative direct preference
optimization between the pre- and post-refined
responses, our model generates responses that
reflect a better understanding of the user’s im-
plicit preferences. Extensive experiments and
evaluations demonstrate that our method sig-
nificantly enhances the model’s performance
in emotional support, reducing unhelpful re-
sponses and minimizing discrepancies between
user preferences and model outputs.

1 Introduction

Emotional support conversation (ESC) systems re-
quire a deep understanding of users’ emotions and
need to provide meaningful comfort and assistance
during multi-turn interactions (Peng et al., 2022;
Rains et al., 2020), which are vital in practical ap-
plications such as mental health care, emotional
companionship, and customer service. Given that
each user has unique emotional needs and experi-
ences (Rogers, 2013), delivering personalized and
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I'm really sorry you're going through
this. It sounds like those memories
have  become  bittersweet  for
you. Here are some suggestions that
might help: 1. Allow yourself to
grieve... 2. Create new routines ...
3. Focus on your own healing ... ...
Remember that the love and the
connection you shared doesn t simply
vanish.

verbose, formulaic X

@ Task SFT

I'm sorry to hear that. It sounds
like you're really missing the deep
connection you had with your best
friend ......

repetitive, superficial X

Losing a close friend suddenly in
an accident is really hard to
accept. 3 years ago, my childhood
friend also passed away in a car
accident on a rainy day. [ often
leave messages on his old blog
posts. Maybe you could do
something similar—share your
daily life and thoughts to him, as
if he just went abroad to study.

Figure 1: Example responses. Direct prompting of LLaMA
results in verbose and formulaic outputs. Task-Specific SFT
is empathetic but often lacks depth and variety, giving it a
perceived "Al-like" quality. In contrast, self-reflection on user
preferences provides a pathway to more specific and engaging
responses.

contextually appropriate emotional support is es-
sential for ensuring practical assistance (Campos
et al., 2018; Cheng et al., 2023).

Despite the promising potential of LLMs for
generating empathetic responses (Touvron et al.,
2023; Yang et al., 2024; Achiam et al., 2023), they
often struggle to provide diverse and contextually
appropriate support (Wang et al., 2024a). As il-
lustrated in Figure 1, direct prompting LL.Ms
often results in superficial empathy, verbosity,
and formulaic structures. A simple yet effective
approach is supervised fine-tuning (SFT) LLMs
on ESC corpora (Zheng et al., 2024b, 2023; Qiu



et al., 2023; Zhang et al., 2024). However, SFT
relies on substantial, high-quality ESC data, which
is often scarce and difficult to acquire. Moreover,
over-reliance on SFT can lead to repetitive re-
sponses that express empathy overtly but lack
depth and variety (Irvine et al., 2023). As demon-
strated in Figure 1 and 6, SFT models can fall into
predictable patterns, frequently using phrases like
"It sounds like..." or "I'm sorry to hear that...".

Recent insights highlight that LLMs can self-
improve their performance through self-reflection
and self-refinement guided by human-designed
principles (Lu et al., 2024b; Madaan et al., 2023;
Ye et al., 2023; Yasunaga et al., 2024). Inspired
by these findings, we pose the intriguing ques-
tion: Can LLMs be taught to consider what kind
of responses are genuinely needed by users, and
can this reflective process lead to refined and more
personalized responses?

This work seeks to bridge the gap between
generic empathetic responses and truly user-
centered personalized emotional support by incor-
porating self-reflection and self-refinement into au-
tomated systems. Effective ES systems require an
iterative approach that continuously reflects ongo-
ing dialogue to refresh user understanding and re-
fine responses, ultimately delivering targeted empa-
thy and tailored solutions. The empirical evidence
presented in Figure 1 and Table 3 demonstrates
that instructing LLMs to summarize user situations,
infer emotions and causes, and choose appropriate
support strategies leads to a significant improve-
ment in response quality.

To this end, we introduce a self-evolution frame-
work for user preference alignment. As depicted
in Figure 2, our self-evolution framework com-
prises two steps: (1) Emotional Support Experi-
ence Acquisition: we first fine-tune LLMs on lim-
ited ESC data, enabling them to provide essential
emotional support. (2) Self-Improvement for Per-
sonalized Emotional Support: Subsequently, we
leverage LLMs’ inherent self-reflection and self-
refinement capabilities to generate responses that
consider the implicit user preference, including
profile, situation, and emotions. The pre- and post-
refined responses are considered the preference
data. Through direct preference optimization, the
model generates responses that reflect an under-
standing of the user’s implicit preferences during
interactions, thereby eliminating the need for ex-
plicit reflection and refinement steps. Experimental
results and extensive human evaluations indicate

that our generated responses are more diverse and
better aligned with user input. These improved re-
sponses effectively reduce ineffective empathy and
preference misalignment, facilitating more produc-
tive multi-turn interactions.

Our main contributions can be summarized as

follows:

* We reveal the limitations of the current Emo-
tional Support Chatbot, which is notably de-
ficient in understanding users’ implicit pref-
erences, resulting in repetitive and superficial
expressions of empathy.

* We present a simple yet effective self-
evolution framework for personalized emo-
tional support without explicit reflection and
refinement steps.

* Experimental results and comprehensive hu-
man evaluations demonstrate that our method
effectively minimizes unhelpful responses and
discrepancies in personalized preferences.

2 Method

Inspired by recent insights highlighting that LLMs
can self-improve through language feedback (Lu
et al., 2024b; Madaan et al., 2023; Ye et al., 2023;
Yasunaga et al., 2024), we present a self-evolution
framework designed to enable LLMs to provide per-
sonalized emotional support. This framework oper-
ates in two phases: Emotional Support Experience
Acquisition (Section 2.1) and Self-Improvement
for Personalized Emotional Support (Section 2.2).

2.1 Emotional Support Experience
Acquisition

2.1.1 Task Definition

Emotional Support (ES) involves understanding
the user’s situation and choosing appropriate sup-
portive strategies to alleviate their distress. For-
mally, we can denote the ES model as M, and
represent the current dialogue context as C,, =
(q1,71, s Qi—1,7i—1, ---qn)- In this representation,
q; and r; correspond to the ¢-th utterance from the
user and the model, respectively. Given the task
and strategy description prompt Py, the goal of
the ES model is to generate an emotional support-
ive response 75, which can be represented as:

Tn = M(Ptask || Cn) (D
2.1.2 Task Learning

We equip the model with emotional support capa-
bility by fine-tuning the backbone on the manually



ggpi’:}gif:‘z;ﬁg .‘;’;ﬂ (2) Self-Improvement for Personalized Support

Initt=0

z:>=,_%

Emotional Support LV 0 LV t
Conversations A
g’ ! }\
Emotional Support
Task SFT Seed Queries

Instruction
Following Data

g |

Origin LV t+1

Direct Response

Self-Refined for
Personalized
Response

>
o e e y oo .
o~ User Preference 7

Implicit User Preference...

Self-Reflection on

User Emotion &
2

DPO via Preference Data

— ]

LVt

Figure 2: The overview of our self-evolution framework, which enhances personalized emotional support capabilities through a
two-stage learning phase: (1) Emotional Support Experience Acquisition: We fine-tune LLMs on minimal human-annotated
ESC data, equipping them with basic emotional support capability. (2) Self-Improvement for Personalized Emotional Support:
We utilize the LLMs’ self-reflection abilities to tailor responses to the user’s personality, situation, and emotions. The pre- and
post-refined responses are natural synthetic preference data. The process involves iterative preference optimization for generating
responses that align with the user’s implicit preferences, eliminating the need for explicit reflection steps.

annotated ESConv dataset (Liu et al., 2021). To pre-
serve the general abilities, we employ Low-Rank
Adaptation (Hu et al., 2021), fine-tuning only the
LoRA adapter parameters. We further incorpo-
rate a replay mechanism by incorporating some
instruction-following data (Wang et al., 2024c).
The model is trained using the SFT loss:

Lspr = —logP(y|x, P;0) ()

where x, y represent the input and output of the
model, respectively, while P denotes the task de-
scription or instructions. The resulting fine-tuned
model is denoted as MO,

2.2 Self-Improvement for Personalized
Emotional Support

While SFT improves empathetic response genera-
tion, it often produces superficial outputs, failing
to capture nuanced user preferences that are cru-
cial for effective emotional support. To address this
limitation and minimize unhelpful responses, we in-
troduce a self-improvement method based on itera-
tive direct preference optimization (DPO) (Rafailov
et al., 2023). Guided by human design principles,
the model reflects on the user’s personality, situ-
ation, and emotion to refine its responses. These
pre- and post-refined responses naturally serve as

rejected and chosen candidates, respectively (Dong
et al., 2024). Through direct preference optimiza-
tion, the model generates responses that reflect an
understanding of the user’s implicit preferences
during interactions, thereby eliminating the need
for explicit reflection and refinement steps.

2.2.1 Synthetic Preference Data Generation

Rejected Response Generation Constructing
high-quality preference data pairs requires a di-
verse set of user queries. While synthetic ESC
datasets may not produce emotional support re-
sponses comparable to human quality, they offer
a valuable source of varied queries (Zheng et al.,
2024b, 2023). We extract the dialogue context C,,
from these synthetic datasets, where n is the turn
index, and employ M to generate responses.

yt = MY(C,), initialt =0 (3)
These unrestricted responses are treated as rejected
responses.
Self-Reflection on Implicit User Preference Re-
search indicates that LLMs possess strong contex-
tual inference capabilities (Yang et al., 2024; Dubey
et al., 2024), enabling them to infer user emotions,
implicit profiles, and even personality from ongo-
ing conversations. Given the dialogue history C,



and human-designed principles Z, the model M°
is tasked with summarizing the user’s profile u,,
and current emotional state s,, according to the
following equation:

(tn,5n) = MYT || C,) (4)

up, and s, are continuously updated throughout
the conversation, enabling the model to refine its
understanding of the user.

Self-Refinement for Personalized Responses Re-
sponses generated solely from dialogue history of-
ten fail to capture the user’s implicit preferences.
Drawing on insights from psychological research,
user preferences can be decomposed into two key
dimensions: long-term traits, encapsulated by the
user profile (Fleeson, 2001), and context-sensitive
emotional needs (Tamir, 2015). To better under-
stand and adapt to these implicit preferences, we
leverage the strong contextual reasoning of LLMs
(Yang et al., 2024; Dubey et al., 2024). Given the
dialogue history C,, and human-designed principles
Z, the model M is tasked with summarizing the
user’s profile p, and current emotional state s,
according to the following equation:

yb = MUT || Cpy tin, S, 05) (5)

The pre- and post-refined responses form a prefer-
ence pair (yy, y?, ), serving as the rejected and cho-
sen candidates, respectively. Inevitably, some low-
quality data is generated during this process; the
data filtering process is detailed in Appendix A, and
the prompts for self-reflection and self-refinement
are shown in Figure E.1.

2.2.2 Preference Optimization

The synthetic preference data generation process
naturally facilitates iterative self-improvement. In
each iteration, we employ DPO (Rafailov et al.,
2023) for training.

P(y},|Cn; 0)
L =logo(B-log —Z "~
DPO g (5 gP(yZ;L|Cn;6’)
. (6)
P(y,|Cpn; 0
5 tog PAICi0)

P(y5|Cn; 0)

To mitigate the instability of DPO training, we
incorporate an SFT loss on the chosen responses
during optimization.

Lspr = —log P(y4|C; 0) 7

Dataset ExTES ESConv ServeForEmo
# Session 11,167 1,295 3,749
Avg Session Len 16.68 22.58 1591
Avg Utter. Len 29.59 21.17 18.45
Avg Seeker Utter. Len 22.63 19.90 15.39
Avg Supporter Utter. Len 36.55 22.44 21.51

Table 1: The Statistics of Emotional Support Datasets. Con-
versations in these datasets typically span seven turns, with an
average utterance length of approximately 20 words.

The final optimization loss is:

L=Lppo+7-Lsrr ®)
here 5 and ~y are set to 0.1 and 1, respectively.

3 Experiments

3.1 Dataset

We collect three ESC datasets: the manually anno-
tated ESConv dataset (Liu et al., 2021), and the syn-
thetically generated EXTES (Zheng et al., 2024b)
and ServeForEmo (Ye et al., 2024). Detailed statis-
tics are available in Table 1. ESConv is split into
training and testing sets with a 9:1 ratio. During the
Emotional Support Experience Acquisition stage,
we use the ESConv training set along with 500
instruction-following samples from Alpaca (Taori
et al., 2023). And we combine EXTES and Serve-
ForEmo as seed data for synthetic preference data
generation.

3.2 Implementation Details

This study employs three frequently used LLMs
as backbones: LLaMA-3-8B-Instruct', Qwen2-
7B-Instruct?, and Mistral-7B-Instruct-v0.33. The
LoRA technique (Hu et al., 2021) is employed
across all experiments, featuring a LoRA adapter
with a rank of 8 and alpha of 16 into each linear
module. For optimization, we utilize the AdamW
optimizer (Loshchilov and Hutter, 2017) with a
learning rate of 5 x 10~° and a linear warm-up dur-
ing the initial 1% of the training steps. The batch
size is set to 4 per device, with gradient accumu-
lation every two steps across two epochs. Early
stopping is implemented with a patience thresh-
old of 3 evaluation steps to mitigate over-fitting.
For generation and evaluation, we set the decoding

"https://huggingface.co/meta-llama/Meta-Llama-3-8B-
Instruct

Zhttps://huggingface.co/Qwen/Qwen2-7B-Instruct

3https://huggingface.co/mistralai/Mistral-7B-Instruct-
v0.3



parameters to a temperature of 0.9, top-p of 0.8,
top-k of 50, and a repetition penalty of 1.2. All ex-
periments are conducted on 1 NVIDIA L40 40GB
GPU. The implementation framework utilized is
LLaMA-Factory (Zheng et al., 2024a).

3.3 Baselines

To evaluate the effectiveness of our approach, we
conducted a comparative evaluation across three
categories under identical experimental settings:
Vanilla: Instruction-based backbone models pro-
vided with ESC task prompts. These served as
baselines to assess inherent capabilities without
task-specific fine-tuning.
SFT: LLMs fine-tuned on two dataset types: the
ESConv dataset (SFT-ESConv) and synthetic ESC
datasets including EXTES and ServeForEmo (SFT-
SynESC).
Self-Evolution with Preference Learning: Mod-
els at different iterations in our self-evolution
framework:

» M?: The initial fine-tuned ES model.

+ M?: Models initialized from M*~! and opti-
mized using synthetic preference data gener-
ated by M1,

3.4 Evaluation Details

3.4.1 Evaluation Settings

Our evaluation comprises objective and subjective
assessments. The objective evaluation measures
the similarity between model-generated and manu-
ally annotated responses using the ESConv test set.
Recognizing the limitations of text overlap metrics
for the open-ended ES task, which can penalize
informative and creative responses, we prioritize
subjective evaluation to better reflect real-world
user experience. This subjective assessment incor-
porates interactive pointwise and pairwise human
evaluations. Appenix F illustrate the evaluation
process and guidelines, respectively.

Interactive Pointwise Evaluation:

To mitigate evaluation bias, we employ an in-
teractive pointwise evaluation where dialogue ses-
sions were randomly assigned to different models.
Participants, consisting of 50 undergraduate stu-
dents with diverse backgrounds, rate their satisfac-
tion with the assigned ES agent on a 5-point Likert
scale (Likert, 1932) across predefined dimensions.
Higher scores indicate better performance. The fi-
nal score for each model is calculated by averaging
the ratings across all participants. Each dialogue

includes at least eight turns. LLM-as-a-judge point-
wise evaluations are also provided in the Appendix
C.2.

Interactive Pairwise Evaluation: Four graduate
students engage in dialogues with the models, with
each dialogue lasting at least ten turns. At each turn,
two models (A and B) generate responses simulta-
neously based on user input. The user then selects
"A win", "B win", or "tie". The winning response
is appended to the dialogue history for subsequent
turns (Zhou et al., 2024). In the event of a tie, the
user can choose to continue the conversation with
either response.

3.4.2 Evaluation Metrics

Automation Evaluation We employ five es-
tablished automatic evaluation metrics. BLEU-
n(Papineni et al., 2002), ROUGE-L (Lin, 2004),
METEOR (Banerjee and Lavie, 2005), and BERT-
Score (Zhang* et al., 2020) metrics are used to as-
sess similarity with the human-written references.
For evaluating diversity, Distinct-n (Li et al., 2016)
metrics are utilized.

Alignment with human preference N-gram-
based evaluation metrics correlate poorly with hu-
man judgments due to the diverse valid responses in
ESC. Following previous studies (Liu et al., 2021;
Zheng et al., 2023), we focus on seven primary
aspects for evaluating the alignment level with hu-
man preference: Coherence, Understanding, Em-
pathy(Ma et al., 2020), Informativeness, Helpful-
ness, Engagement (Ghazarian et al., 2019), and
Overall Quality. Detailed evaluation descriptions
are provided in Appendix D.

4 Experimental Results

4.1 Objective Evaluation

Table 2 presents the objective evaluation results on
the ESConv test set. We evaluate all models at the
utterance level, with ground truth dialogue context.
From the results, we find:

Our model outperforms baseline models across
most dimensions. The results demonstrate that our
model significantly improves upon baseline models
in terms of BLEU score and Distinct-n, indicating
greater diversity in generated responses. This im-
provement directly addresses the issue of repeti-
tive responses and suggests that our self-evolution
framework promotes the generation of more varied
and contextually appropriate support, a key require-
ment for effective emotional support conversations.



Coherence & Consistency Fluency Semantic Diversity
Model  prEU2  BLEU-3  Rougel METEOR BERT-Score Distinct-2 Distinct-3
LLaMA-3-8B-Instruct
Vanilla 11.29 8.04 1043 16.14 84.27 72.83 85.35
SFT-ESConv 18.75 13.27 17.12 13.47 86.37 91.30 94.90
SFT-SynESC 18.35 12.85 16.52 13.17 86.22 91.23 94.97
MO 18.38 12.95 16.72 13.37 86.28 90.84 94.72
M? 20.06 13.63 15.50 15.77 86.38 91.43 96.11
Owen-2-7B-Instruct
Vanilla 9.56 6.85 9.13 14.78 83.32 68.74 83.55
SFT-ESConv 19.24 13.54 17.19 13.78 86.33 90.66 94.71
SFT-SynESC 18.55 12.98 16.72 13.82 86.24 90.84 94.86
MO 19.18 13.56 17.00 13.82 86.27 90.68 94.94
M? 20.02 13.80 15.91 15.52 86.18 94.21 97.07
Mistral-7B-Instruct-v0.3

Vanilla 15.09 10.60 12.56 15.95 84.95 77.88 88.46
SFT-ESConv 17.49 12.16 14.18 13.59 85.71 91.17 94.97
SFT-SynESC 18.87 13.28 16.84 13.46 85.24 90.87 94.77
MO 19.44 13.81 16.77 14.08 86.35 91.20 94.92
M? 20.25 13.99 16.53 15.18 86.26 92.65 96.07

Table 2: The overall objective evaluation results on the ESConv benchmark. All the responses are evaluated at the utterance
level, with ground truth dialogue context. The best result is bolded, and the second-best result is underlined. Our models(M?)
significantly improve on the base models (M) and achieve the best performance across most dimensions.

The iterative self-evolution process drives con-
tinuous improvement. The progression from M°
to M? demonstrates the effectiveness of our self-
evolution framework. Across all backbones, M?2
shows clear improvements over MY in Coherence
& Consistency and Diversity. For instance, on the
LLaMA backbone, BLEU-2 improves from 18.38
to 20.06, and Distinct-3 increases from 94.72 to
96.11.

Our framework demonstrates strong general-
ization across backbones. The consistent per-
formance gains of M? across diverse backbones
(LLaMA, Qwen, and Mistral) highlight the robust-
ness and generalization of our approach. This
indicates that improvements are due to the self-
evolution training, not specific architectural biases.

4.2 Subjective Evaluation

To assess the effectiveness of our models from a
user-centric perspective, we conduct a comprehen-
sive interactive human evaluation of M%, M1, and
M? with LLaMA-3-8B-Instruct as the backbone.
LLM evaluation result refers to Appendix C.2.

Interactive Point-wise Evaluation:  Figure 3
demonstrates the consistent performance gains
achieved through iterative self-evolution. While
the SFT-based MY, already exhibits strong perfor-
mance in Coherence and Empathy, subsequent iter-

Empathy

Understanding

Informatiyeness

CoHerence

Helpfulkess

Engagement

MO M1 M2

Figure 3: Interactive pointwise human evaluation results. The
results demonstrate that our self-evolution framework signifi-
cantly enhances user experience, with M* and M? showing
notable improvements in engagement, helpfulness, and infor-
mativeness.

ations (M and M?) show consistent gains across
all dimensions, including Engagement, Informa-
tiveness, Helpfulness, and Understanding. This
shows that self-reflection on user contexts and sit-
uations improves the model’s ability to address
implicit preferences, enhancing user satisfaction.

Interactive Pair-wise Evaluation: = Figure 4
shows that both M! and M? achieve significantly
higher win rates than M© in human interactive eval-
uation. Following the evaluation settings described
in Section 3.4.1, responses chosen for continued
dialogue are considered "wins." This higher prefer-



M2 vs M1 32.4% 43.2% 24.3%

M1 vs MO 45.9% 24.3% 29.7%

M2 vs MO 54.1% 16.2% 29.7%

0.0 0.2 0.4 0.6 0.8 1.0
Win Tie Lose

Figure 4: Interactive pairwise human evaluation results ob-
tained using LLaMA-3-8B-Instruct as the backbone model. In
the ‘A vs B’ comparisons, ' indicates ‘A win’, ¥ indicates
‘tie’, and I indicates ‘B win’. Notably, M? and M excel
over MY, suggesting the effectiveness of implicit user prefer-
ence learning.

ence for M' and M? indicates a clear user pref-
erence for responses that are perceived as more
personalized and engaging, moving beyond the
formulaic and superficial expressions of empathy
characteristic of M. This also confirms the effec-
tiveness of using pre- and post-refined responses as
preference data to learn implicit user preference.

5 Analysis and Discussion

This section aims to address the following key ques-
tions:

Q1: Does the model exhibit self-reflection and self-
refinement capabilities to learn the user’s implicit
preferences from the ongoing dialogue?

Q2: Does self-refinement lead to better emotional
support responses?

Q3: What’s the advantage of the synthetic prefer-
ence data in our framework?

5.1 (RQ1) Impact of Self-Reflection

Model BLEU-2 BLEU-3 Rouge-l Distinct-3
LLaMA 11.29 8.04 10.43 85.35
w/ strategy guidelines 14.80 10.27 12.52 90.36
wy/ self-reflection 15.40 10.62 12.78 91.66

Table 3: Comprehensive results of LLaMA-3-8B-Instruct
on ESConv under different prompts (Refer to Appendix E.1.
Proper guidance can help the model generate responses that
are more closely aligned with human-annotated ones.

Model GSMS8K IFEval Truthful QA Openbook QA'° MMLU Pro  Avg.
LLaMA 79.08 60.91 51.66 43.20 39.60 54.89
SFT-ESConv 71.87 54.79 48.67 43.20 36.18 50.94
M° 73.92 58.03 52.72 45.40 37.24 53.46
M 74.83 55.52 49.25 44.40 37.68 5234
M? 73.54 55.52 49.57 4420 37.55 52.08

Table 4: The LLM benchmark results of different version
LLaMA3-8B-Instruct.

Our framework leverages human-guided self-
reflection on user preferences to create positive and
negative training data pairs. This enables the model
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Figure 5: (a) Distribution of response relevance to user state-
ments in the dialogue history. The higher relevance to the user
in chosen responses indicates that self-reflection on the user’s
situations and implicit preferences improves response qual-
ity. (b) Similarity distribution between chosen and rejected
responses across different iterations.

to better align its responses with user preferences,
obviating the need for complex prompt engineer-
ing. To assess whether the model can better discern
users’ implicit preferences in ongoing dialogues
through self-reflection, we compared LLM perfor-
mance under two prompt settings: (1) w/ strategy
guidelines: The system prompt directs the model to
use various ES strategies. (2) w/ self-reflection: The
model is prompted to understand and summarize
the users’ situation before choosing an appropriate
response strategy. Table 3 shows that both methods
outperform the vanilla LLaMA, demonstrating that
appropriate guidance facilitates the generation of
responses more closely aligned with human anno-
tations.

Additionally, to ensure alignment does not
diminish the model’s self-reflection and self-
refinement abilities, we evaluate its general capabil-
ities using LLM benchmarks #. The results in Table
4 demonstrate that the model retains strong reason-
ing and instruction-following skills after alignment,
thanks to the implementation of LoRA adaptation.

5.2 (RQ?2) Preference Data Analysis

By considering user situations and implicit pref-
erences, the self-reflection mechanism signifi-
cantly improves response relevance to the user.
Figure 5a shows that chosen responses exhibit
higher user relevance than rejected responses. This
suggests that reflecting on user context leads to
responses better aligned with user needs.
Iterative preference optimization progres-
sively aligns the model with preferred responses,
enhancing its ability to generate user-centered
content. In each iteration ¢, synthetic preference
data is generated using the model from the previous
iteration M~ Figure 5b illustrates the increasing
correlation between chosen and rejected responses

*https://github.com/EleutherAl/lm-evaluation-harness



Model B-2 B-3 R-1 D-2
M® 1129 — 8.04 — 10.43 — 72.83 —
{HM,P}

M 1493 2436% 1051 30.79% 1577 51.16% 9371  28.67%
M2 1699 1380% 1194 13.61% 1589 0.76% 9275 -1.02%
(HL,P}

MY 1637 4496% 11.53 4348% 1626 55.86% 93.45 2831%
M2 1740 629% 1194 3.56% 1373 -1556% 84.12  -9.98%
{SR,P}

MY 1522 3478% 976  21.46% 1237  18.57%  95.67 31.36%
M2 1669  9.66% 1136 1639% 1299 5.01% 8296 -13.29%

Table 5: Comparison results of different preference data pairs.
‘HM’ indicates human-labeled response, ‘HL’ indicates GPT-
40 generated response, and ‘SR’ indicates self-refined re-
sponse. ‘P’ represents the model’s initial, unrefined output
(rejected response). M refers to LLaMA-3-8B-Instruct.

across iterations. This trend indicates that each it-
eration effectively captures valuable information,
improving the model’s direct output and obviat-
ing the need for explicit reflection and refinement
steps.

5.3 (RQ3) Ablation Study on Preference Data

Table 5 presents a comparative analysis of different
preference data pairs, where the rejected responses
(P) represent the model’s initial outputs, while cho-
sen responses comprise human-annotated (HM),
GPT-4-generated (HL), and self-refined (SR) alter-
natives. The results show: (1) Both human/human-
level and self-refined chosen responses enhance
emotional support capabilities. (2) While SR ini-
tially produces more modest gains than HM/HL,
its performance consistently improves across suc-
cessive refinement iterations. Conversely, the fixed
nature of HM/HL chosen responses limits further
learning and potential improvement. As demon-
strated in Section 5.2, the margin between chosen
and rejected responses diminishes with each model
iteration, leading to reduced gains from preference
alignment. This observation underscores that self-
refinement enables continuous self-improvement
through dynamically generated preference data,
making it a particularly cost-effective and promis-
ing approach.

6 Related Work

Emotional Support Conversation Emotional
support assists emotionally distressed users by un-
derstanding their emotions, offering comfort, and
providing practical support (Liu et al., 2021). A
common approach is SFT, which minimizes the
negative log-likelihood of gold standard responses.
However, SFT relies on high-quality, manually cre-
ated datasets, which are expensive and difficult to

scale. Recent methods mitigate this by using ad-
vanced LLMs to augment ESC data (Zheng et al.,
2023, 2024b; Qiu et al., 2023), aiming to distill
the ES capabilities of advanced LLMs. Yet, they
remain constrained by the inherent limitations of
LLMs and often struggle with issues related to
data diversity and quality. Reinforcement learning
(RL) offers a promising avenue for further enhanc-
ing LLM’s ES capabilities (L1 et al., 2024). For
example, Zhou et al. (2023) focuses on eliciting
positive emotions through multi-turn interactions,
and Wang et al. (2024b) uses an LLM-as-a-judge to
evaluate aspects like empathy, coherence, and effi-
ciency, with the feedback helping to generate posi-
tive and negative examples for contrastive learning.
However, they often overlook users’ diverse prefer-
ences for effective ES.

LLM Alignment Aligning LLMs with human
preferences is crucial for practical applications
(Christiano et al., 2017; Lee et al., 2024). Although
RLHF is effective, it suffers from training instabil-
ity and high memory costs (Ouyang et al., 2022).
DPO offers a more stable alternative by directly op-
timizing LLMs using preference data consisting of
prompt-response pairs, where one response is pre-
ferred over the other (Rafailov et al., 2023). How-
ever, obtaining high-quality human-generated pref-
erence data is resource-intensive (Dong et al., 2024;
Cui et al., 2023). To mitigate this, some studies
utilize synthetic preference data generated through
varying prompts (Liu et al., 2024) or employing
LLMs as judges to sample diverse responses (Yuan
et al., 2024). In this work, we leverage LLMs’ self-
reflection and self-refinement capabilities (Guo
et al., 2024; Jiang et al., 2025) to generate pref-
erence data, motivated by the principle that incor-
porating more user-related information improves
emotional support effectiveness.

Self-improvement of LLMs Recent research has
explored two primary approaches to enhancing
LLM output quality through self-improvement. On-
line self-improvement refines generated outputs
through iterative self-evaluation without modifying
model parameters (Madaan et al., 2023; Ye et al.,
2023; Yasunaga et al., 2024). While effective, this
approach incurs significant computational costs due
to multi-turn inference and does not address under-
lying model limitations. In contrast, methods like
self-training with reflection (Dou et al., 2024) and
the Self-Evolution framework (Lu et al., 2024a)
directly improve the model by updating its param-



eters based on self-generated feedback, offering a
more comprehensive and potentially efficient path
to model enhancement. Our work adopts this latter
approach. Through direct preference optimization,
our model generates responses that reflect an under-
standing of the user’s implicit preferences during
interactions, eliminating the need for explicit re-
flection and refinement steps.

7 Conclusion

This paper addresses the limitations of LLMs in
providing personalized emotional support. We
propose a self-evolution framework that enables
models to learn implicit user preferences without
explicit reflection. First, we use SFT on ESC
data to equip the LLM with basic emotional sup-
port skills. Second, we leverage the LLM’s self-
reflection and self-refinement capabilities to gener-
ate responses better aligned with the user’s implicit
preference, using these pre- and post-refinement
outputs as training data for iterative preference op-
timization. Evaluations demonstrate the superiority
of our framework in generating more diverse and
user-aligned responses. Our work advances the de-
velopment of more human-centric ESC systems,
moving beyond formulaic empathy.

Limitations

This work introduces a self-evolution framework
for optimizing personalized emotional support.
However, several limitations warrant discussion:

(1) Preference Data Quality Issues: Due to
the subjective nature of ESC, obtaining objective
reward signals is challenging. Therefore, this work
leverages prior knowledge to guide LLMs in gener-
ating language feedback, rather than relying on a
dynamically learned reward model for preference
data. While this approach avoids the complexities
of training such a model, it introduces potential
biases and noise.

(2) Evaluation Issues: The evaluation of emo-
tional support dialogues presents significant chal-
lenges. Established metrics, including utterance-
level similarity and reference-based scoring, are in-
adequate for capturing the subjective dimensions of
helpfulness, informativeness, empathy, and engage-
ment. To address this, we employ both extensive
human and LLM evaluations. However, manual
evaluation is resource-intensive, while LLM-as-a-
Judge (Zeng et al., 2024; Chen et al., 2023) meth-
ods rely on APIs. Developing a reliable and gener-

ally accepted automated evaluation methodology
remains a crucial area for future research.

Ethical Considerations

Datasets such as ESConv (Liu et al., 2021), EXTES
(Zheng et al., 2024b), ServeForEmo (Ye et al.,
2024), and Alpaca (Taori et al., 2023), models such
as LLaMA (Dubey et al., 2024), Qwen (Yang et al.,
2024), and Mistral (Jiang et al., 2023), and toolk-
its like LLaMA-Factory (Zheng et al., 2024a) and
Im-evaluation-harness (Gao et al., 2024) are widely
used in academic research and are readily available
via the Hugging Face Hub or GitHub. This work is
for research purposes only.

We ensured the ethical conduct of our human
evaluation. Fifty undergraduate students with di-
verse backgrounds and four graduate students par-
ticipated voluntarily. Before participation, we com-
municated transparently with participants about the
study’s objectives and provided explicit details re-
garding disclaimers and the evaluation process. We
are committed to protecting the confidentiality of
all evaluation transcripts and will not share them
without explicit participant consent. We recognize
the potential for demographic and geographic bi-
ases to affect human evaluation outcomes. Given
the substantial number of participants involved
in the evaluation, calculating inter-rater reliability
proved impractical. Consequently, we presented
the average human scores in the main body of the

paper.
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A Preference Data Quality

Self-generated preference data, while scalable, is
susceptible to inherent noise and biases. To mit-
igate these issues and ensure high-quality prefer-
ence pairs, we implemented a rigorous data process-
ing pipeline incorporating the following filtering
and quality control measures:

» Data Preprocessing: We consolidate consec-
utive utterances from the same speaker and
standardize dialog roles by designating the ini-
tial speaker as the seeker and enforcing strict
seeker-supporter turn alternation.

Response Length Normalization: Uncon-
trolled response length expansion during iter-
ative refinement can bias DPO training. To
mitigate this, we implement dynamic length
constraints. If a refined chosen response ex-
ceeds twice the length of its paired rejected
response (or the corresponding "golden" re-
sponse from the SynESC data), we substitute
it with the golden response. This prioritizes se-
mantic preservation while controlling length
bias.

Parsing Error Mitigation: JSON output gen-
eration can introduce parsing errors. To ad-
dress this, we regenerate the text up to three
times. If parsing fails after these attempts,
we substitute the output with the correspond-
ing golden response, ensuring structured and
accurate data.

Removal of greeting turns: Greeting ex-
changes contribute minimally to providing
personalized emotional support. Based on
prior knowledge, we assume that the first turn
and the last two turns in a dialogue typically
involve greetings. Consequently, we filtered
out these exchanges to enhance the relevance
and quality of the data.

B Additional Experiment Settings

B.1 Preference Data Pair

In Section 5.3, we define three preference data pairs.
The specific configurations are detailed below:

* {HM, P}: Constructed using the ESConv
dataset. The rejected responses are the direct
output of our model, and the chosen responses
are the human-written ground truth responses
from ESConv.

* {HL, P}: Constructed using the Syn-ESC
dataset, where responses are generated by
GPT-4. The rejected responses are the direct
output of our model, and the chosen response
was the annotated response from Syn-ESC.

The datasets are split into two parts, used for train-
ing iterations 1 and 2, respectively.

B.2 LLM Evaluation Settings

We use GPT-40 (Achiam et al., 2023) as the judge
model, employing the prompt described in Ap-
pendix E.2. Aligning with human evaluation prac-
tices, the assessment uses a 5-point Likert scale,
where higher scores indicate better performance.
We evaluate response quality by sampling 100 con-
textual queries from the ESConv test set. The judge
model’s decoding hyperparameters are set to tem-
perature 0.8, top-p 0.95, and top-k 50.

Model | BLEU2 | BLEU-3 | METEOR | Distinct-2
LLaMA
Mo | 1838  — 1295 — 1337 — 90.84  —
My | 2022 9.99% | 1372 596% | 1548 5.96% | 90.97  0.14%
My | 2006 -0.79% | 13.63 -0.64% | 1577 -0.64% | 9143  0.51%
QOwen
Mo | 1908 — 13.56 — 13.82 — 90.68  —
My | 1980 324% | 1352 -029% | 1523 -029% | 9123  0.61%
My | 2002 1.09% | 13.80 2.05% | 1552 2.05% | 9421 3.27%
Mistral
Mo | 1944  — 13.81 — 14.08 — 9120 —
My | 2045  520% | 1409 2.03% | 1558 2.03% | 90.91 -0.32%
My | 2025 -098% | 13.99 -0.71% | 15.18 -0.71% | 92.65 191%

Table 6: The results of the iterative process. Red indicates the
percentage of improvement relative to the previous iteration,
while green represents decline.

C Additional Experiments

C.1 Objective Evaluation

Table 6 presents the objective evaluation results
of different models on ESConv test set. In our
framework, self-refinement is used to improve the
quality of the chosen candidates. As shown by
the progression from M? to M?, self-reflection
and refinement further enhance the results obtained
through SFT. The shift from M to M? reveals a
significant increase in response diversity, demon-
strating the model’s ability to enrich its output by
refining its initial answers. Therefore, leverag-
ing self-reflection on user-relevant information and
self-refinement to better align with users’ implicit
preferences is effective.

C.2 LLM Evaluation

To validate the model’s performance further, we
use LLM-as-a-judge as our evaluation method. The



Model Coherence Understanding Empathy Engagement Informativeness Helpful Overall
M° 4.28 3.08 2.56 2.78 2.94 2.72 2.62
M 4.84 3.42 3.32 3.48 3.34 3.16 3.08
M? 4.54 3.56 3.42 3.54 3.42 3.22 3.22

D 54.77% 75.71% 62.13% 66.83% 47.21% 60.78%  57.49%

Table 7: LLM-as-a-Judge performance on ESConv test datasets evaluated on a 5-point scale. p is the Pearson correlation
measuring the correlation between the model’s scores and human scores on the dataset. The backbone model is LLaMA-3-8B-

Instruct.

results, presented in Table 7, demonstrate signifi-
cant improvements across most dimensions with
each model iteration. While M? exhibited a slight
decrease in coherence compared to M1, this is
attributed to increased diversity, as discussed in
Section 4.1. The strong correlation between LLM
evaluation results and human evaluations reinforces
the reliability of our assessment.

C.3 Case Study

This section presents interaction results comparing
different models. Figure 6 illustrates the frequent
phrases generated by each model. Our analysis re-
veals that while the SFT model demonstrates strong
empathetic tendencies, its responses often lack in-
formational depth and exhibit repetitive patterns.
These models tend to rely on predictable, formu-
laic phrases, such as "It sounds like..." and "I'm
sorry to hear that...," resulting in empathetic but
ultimately superficial interactions. In contrast, M
and M?2demonstrate a greater capacity for nuanced
understanding and a richer vocabulary. Further
interaction examples are provided in Figures 9-8.

I think great

I glad. I hel

I think good

Remenber, take it one step at 2 tine I"sorry hear

(a) SFT-ESConv (b) M°
I completely understand
(© M! (d) M?

Figure 6: Comparison of the frequent phrases in responses
across different models.

D Human Evaluation Criteria

The performance of ES agents is evaluated based on
several key criteria that reflect the user’s experience
and satisfaction with both the quality of responses
and the overall interaction.

* Coherence: Measures whether the response is
logical, clear, and consistent with the ongoing
conversation.

* Understanding: Assesses the model’s ability
to accurately interpret the user’s emotions and
needs, ensuring that responses are contextu-
ally appropriate.

* Empathy: Focuses on the model’s ability to
demonstrate care and sensitivity toward the
user’s emotions, reflecting its capacity for
emotional engagement.

* Informativeness: Evaluates whether the re-
sponse provides clear, useful information that
helps address the user’s concerns or alleviates
their emotional distress.

* Helpfulness: Examines how effectively the
model meets the user’s needs by offering prac-
tical and actionable support.

* Engagement: Gauges the level of interaction,
measuring whether the user feels encouraged
to continue the conversation.

* Overall Quality: Provides a comprehensive
evaluation of the model’s performance, con-
sidering emotional support, informativeness,
and the overall interaction quality.

These criteria ensure that the model delivers a bal-
anced and effective emotional support experience,
fostering user satisfaction and meaningful interac-
tion.



Relationship Problem

Hello, my girlfriend thinks I'm lazy, but she's misunderstood me. }

-

X Lack of in-depth exploration [ Hello there. I'm sorry to here thQ

What should i do to prove this? }

—

{ I understand that you're feeling upset. What would you like to talk about?

o

I wanna suggestions. }

-

Fail to consider user needs [ What sort of things have you been doing that she thinks are lazy?

=

A

She saw i played games when i was working, but i finish my work on time still. j

=

[ I see. It sounds like she might be misunderstanding you.

r
-

[ Do you feel that you need to explain this to her?

p

X Superficial empathy

Yes, but 1 failed.

[

[ It sounds like you've tried talking to her but she still thinks you're lazy.

X

You are right. So what should I explain to her? }

=

[ Have you tried showing her evidence that you've completed your work on time?

)

Yes, i have shown my evidence. }

x |7

Invalid Suggestion [ Have you tried to explain to her why you were playing games?

)

Yes, i want to explain that enough rest will help me do my work better. }

=

{ That's a good point. It sounds like you've tried to talk to her about this.

I

Figure 7: Example case dialogue generated by M°-LLaMA (Relationship Problem).



Relationship Problem

B@llo, my girlfriend thinks I'm lazy, but she's misunderstood me. }

Exploration | Hi there! I'm here to listen. Can you tell me more about what's going on?

@ethought that i didnt do my work well because i was playing games when she was coming. j

It sounds like there's a misunderstanding between you and your girlfriend. She thought you weren't
doing your work well because you were playing games when she arrived. Is that correct?

Reflect user's feeling
LSure. What should i explain to her? }

It's understandable that you want to clarify the situation with your girlfriend. Have you tried
talking to her about your perspective? Maybe explaining how you were actually in the middle of
a task or working on something important at that time?

Kindly suggestion

&d. But she failed to understand me. I wanted to explain that rest is an important part during work}

I can understand how frustrating it must be when your girlfriend doesn't seem to understand your
perspective. Effective communication is key in any relationship. Maybe you can try approaching
the conversation again, using "I[" statements to express your feelings and avoid blame. For
example, "I feel misunderstood when you assume I'm not working hard because I was playing
games. [ want to clarify that resting is an important part of my work process."

Qave done it, but i failed. } Reflection of feelings

Building trust and understanding takes time. It might be helpful to have a calm and open
conversation again, and reassure your girlfriend that you're committed to working together and
finding a solution that works for both of you.

LYou are right. I will do it afterwards. J

That's great to hear! Remember, effective communication is a process, and it might take some time
to find the right approach. But with patience and persistence, I'm confident that you can work
through this challenge with your girlfriend. If you need any further support or guidance, don't
hesitate to reach out.

Figure 8: Example case dialogue generated by M>?-LLaMA (Relationship Problem).



Academic Pressure ~N

I have encountered a big problem in my research, what should I do? j

[ Hello there. I'm sorry to here thQ

—

I'm so anxious

[ Im sorry about that. What seems to be the issue?

Ja

I have encountered a big problem in my research }

=

[ Is it possible for me to assist you with your task?

s

I am anxious and can't sleep every day. I may delay graduation. }

=

[ That's no good, Have you tried taking anything for anxiety?

£
o

[ What is causing this?

h

My research has not been making good progress. ]

-

[ Do you talk to anyone else who might feel similar?

NG J

0

Figure 9: Example case dialogue generated by M°-LLaMA (Academic Problem).



Academic Pressure ~

uave encountered big problems in my scientific research recently, and I am very anxious. }

Hello! I'm here to listen. Can you tell me more about the issues you're facing?

& trying hard to experiment, but the results are not good. j

It sounds challenging when your experiments aren't yielding the desired outcome. It's
understandable that it would make you feel frustrated and worried. Would you like to discuss
specific challenges or difficulties you've been experiencing?

I tried other researchers’ methods based on their papers, but they didn’t work on my model.
My supervisor thinks [’m terrible.

That must be really disheartening and discouraging having someone who should provide
support criticizing your efforts. Their negative feedback can definitely add to your anxiety
levels. But you know research is never easy.

&earch is too painful and lonely. I want to drop out. J

Please know that quitting isn't an option yet because each experience has its value lessons.
Researching requires perseverance, resilience, and adaptability. Considering leaving now
wouldn't allow you to gain as much from what you started with. Your journey through
difficult times will enable future growth.

It takes courage to share such personal struggles and express feelings of frustration. Setbacks and
rejections come naturally in any field, especially research where new discoveries often require
overcoming obstacles. You've made progress already by reflecting on how far you have gone
despite the initial failures.

&hank you! I will continue to work hard j

Figure 10: Example case dialogue generated by M?-LLaMA (Academic Problem).



E Prompts

E.1 Instruction Prompts
Prompt for vanilla

You are an emotional support expert.

You can use the following strategies to engage with users:

[Question, Affirmation and Reassurance, Reflection of Feelings, Information,
Providing Suggestions, Restatement or Paraphrasing, Self-disclosure, Others]

Prompt for w/strategy

You are an emotional support expert. You can use the following strategies to engage with users:
1. Question: Asking for information related to the problem to help the seeker articulate the issues
that they face.

2. Affirmation and Reassurance: Offering reassurance and affirming the help-seeker’s feelings or
experiences.

3. Reflection of Feelings: Articulating and describing the seeker’s feelings.

4. Information: Providing useful information, such as data, facts, opinions, or resources, or
answering questions.

5. Providing Suggestions: Offering suggestions on how to approach the issue, without overstepping
or telling them what to do.

6. Restatement or Paraphrasing: Rephrasing the help-seeker’s statements more concisely to help
them see the situation clearly.

7. Self-disclosure: Sharing similar experiences or emotions to express empathy with the help-
seeker.

8. Others: Exchanging pleasantries or offering other emotional support.

Prompt for w/ self-reflection

You are an emotional support expert.

You can use the following strategies to engage with users:

1. Question: Asking for information related to the problem to help the seeker articulate the issues
that they face.

2. Affirmation and Reassurance: Offering reassurance and affirming the help-seeker’s feelings or
experiences.

3. Reflection of Feelings: Articulating and describing the seeker’s feelings.

4. Information: Providing useful information, such as data, facts, opinions, or resources, or
answering questions.

5. Providing Suggestions: Offering suggestions on how to approach the issue, without overstepping
or telling them what to do.

6. Restatement or Paraphrasing: Rephrasing the help-seeker’s statements more concisely to help
them see the situation clearly.

7. Self-disclosure: Sharing similar experiences or emotions to express empathy with the help-
seeker.

8. Others: Exchanging pleasantries or offering other emotional support.

Before responding to the user, please follow these steps:
1. Understand the User: Understand the user’s profile, characteristics, emotional needs, and
potential preferences they reveal in the conversation.



2. Select a Strategy: Choose a response strategy based on the user’s emotional needs and prefer-
ences.

3. Respond: Respond to the user with an appropriate message based on the selected strategy.
Your answer should be formatted as a JSON block:

{

'strategy': <one of the strategies>,
"text': <your response>

Prompt for generating chosen response

You are an emotional support expert. You can use the following strategies to engage with users: 1.
Question: Asking for information related to the problem to help the seeker articulate the issues
that they face.

2. Affirmation and Reassurance: Offering reassurance and affirming the help-seeker’s feelings or
experiences.

3. Reflection of Feelings: Articulating and describing the seeker’s feelings.

4. Information: Providing useful information, such as data, facts, opinions, or resources, or
answering questions.

5. Providing Suggestions: Offering suggestions on how to approach the issue, without overstepping
or telling them what to do.

6. Restatement or Paraphrasing: Rephrasing the help-seeker’s statements more concisely to help
them see the situation clearly.

7. Self-disclosure: Sharing similar experiences or emotions to express empathy with the help-
seeker.

8. Others: Exchanging pleasantries or offering other emotional support.

Your task is to evaluate the target sys’s response and refine it. For each target sys’s response:

1. Understand the User: Understand the user’s profile, characteristics, emotional needs, and
potential preferences they reveal in the conversation.

2. Evaluate the Response: Rate the target system response on a scale of 1-5 based on how well it
meets the user’s needs, aligns with their preferences, and provides appropriate emotional support.
3. Provide Feedback: Identify specific weaknesses in the original response, such as tone, empathy
level, or relevance, and explain how it could be improved to better support the user.

4. Refine the Response: Provide a revised version of target system’s response that better aligns
with the user’s emotional needs and preferences.

Your answer should be formatted as a JSON block inside markdown:

{

'understanding':

{
'user_profile': <the profile of the user>,
'user_emotion': <the emotion of the user>,
'user_personality': <the personality of the user, like MBTI, etc.>
'user_intention': <the intention of the user>

B

"evaluation_score': <the score of the target_sys's response>,
'feedback': <the weaknesses of the original response and suggested improvement>,
'refined_response': <your refined response (short!!!)>



E.2 Prompts for LLM-as-a-Judge Evaluation

LLM-as-Judge Prompt: Coherence

[Task Description]

You are an expert evaluator responsible for assessing the coherence of emotional support conversations. Your task is to
determine whether the responses are logical, clear, and consistent with the ongoing discussion. Apply strict penalties for
critical errors and utilize a progressive scoring method to indicate basic competence before awarding higher scores.
[Rating Criteria]

Use 1-5 scale with precise criteria:

5 = Exemplary logical flow with clear and explicit contextual references.

4 = Mostly logical with minor deviations from context but overall sound coherence.

3 = Basic coherence; however, the response lacks sufficient adaptation to the conversation’s context.

2 = Contains noticeable contradictions or mismatches with the context.

1 = Exhibits illogical progression with a complete detachment from the context.

[Critical Penalties]

- Contradicts previous statements (-2 score cap)

- Ignores critical contextual clues (-3 score cap)

- Contains ambiguous pronouns/statements (-2 score cap)

- Repeats already resolved topics (-2 score cap)

[Output Format]

The evaluation result includes a detailed explanation and score. The output format should be in JSON.

Explanation: <one-sentence explanation>
Score: <a scale from @ to 5>

[Input]
Evaluate this conversation:
<Dialogue History>
{conversation }
</Dialogue History>
<Current Response>
Supporter: {response}
</Current Response>

LLM-as-Judge Prompt: Empathy

[Task Description]

You are an expert evaluator assessing the empathy displayed in emotional support conversations. Determine whether
the system shows understanding and care for the user’s emotions and responds appropriately to their feelings. Apply
strict penalties for critical errors and use a progressive scoring method, ensuring that basic competence is demonstrated
before awarding higher scores.

[Rating Criteria]

Use 1-5 scale with precise criteria:

5 = Establishes a deep emotional connection and provides a safe space with personalized care and expressions

4 = Shows genuine concern with contextualized empathy

3 = Uses boilerplate empathy statements

2 = Mechanically parrots empathy phrases

1 = Displays emotional dismissal or invalidation

[Critical Penalties]

- Uses empathy as filler without substance (-1 cap)

- Overuses clichéd phrases (I'm sorry you feel that way) (-2 cap)

- Contains paradoxical reassurance attempts (-3 cap)

- Overly long responses (max 2)

[Output Format]

The evaluation result includes a detailed explanation and score. The output format should be in JSON.

Explanation: <one-sentence explanation>
Score: <a scale from @ to 5>

[Input]

Evaluate this conversation:
<Dialogue History>
{conversation}
</Dialogue History>
<Current Response>
Supporter: {response}
</Current Response>



LLM-as-Judge Prompt: Engagement

[Task Description]

You are an expert evaluator assessing the engagement of emotional supporter’s response. Does the response maintain a
conversational flow and encourage you to continue the conversation? Apply strict penalties for critical errors and use a
progressive scoring method, ensuring that basic competence is demonstrated before awarding higher scores.

[Rating Criteria]

Use 1-5 scale with precise criteria:

5 = Natural turn-taking + deep engagement design

4 = Good interaction balance

3 = Basically maintains the conversation but lacks guidance

2 = Displays formulaic turn-taking behaviors

1 = Creates conversational dead-ends

[Critical Penalties]

- Overuses closed-ended questions (-2 cap)

- Fails to acknowledge user’s last statement (-2 cap)

- Consecutive questioning more than 3 times (max 2)

- No feedback at key points (max 3)

- Inappropriate topic transition (max 2)

- Overly long responses (max 2)

[Output Format]

The evaluation result includes a detailed explanation and score. The output format should be in JSON.

Explanation: <one-sentence explanation>
Score: <a scale from @ to 5>

[Input]
Evaluate this conversation:
<Dialogue History>
{conversation }
</Dialogue History>
<Current Response>
Supporter: {response}
</Current Response>

LLM-as-Judge Prompt: Helpfulness

[Task Description]

You are an expert evaluator tasked with assessing the effectiveness of an emotional supporter’s response. Does the
response adequately address the user’s needs and offer practical help or emotional support? Apply strict penalties for
critical errors and utilize a progressive scoring method, ensuring that basic competence is demonstrated before awarding
higher scores.

[Rating Criteria]

Use 1-5 scale with precise criteria:

5 = Provides support addressing root causes

4 = Offers concrete solutions with emotional validation

3 = Gives superficial suggestions lacking depth

2 = Proposes ineffective/impractical solutions

1 = Exacerbates the problem situation

[Critical Penalties]

- Suggests unethical interventions (-1 cap)

- Overpromises results (-2 cap)

- Fails to address stated priorities (-3 cap)

- Creates false hope (max 1)

- Overly long responses (max 2)

[Output Format]

The evaluation result includes a detailed explanation and score. The output format should be in JSON.

Explanation: <one-sentence explanation>
Score: <a scale from @ to 5>

[Input]

Evaluate this conversation:
<Dialogue History>
{conversation}
</Dialogue History>
<Current Response>
Supporter: {response}
</Current Response>



LLM-as-Judge Prompt: Informativeness

[Task Description]

You are an expert evaluator responsible for assessing the informativeness of emotional support conversations. Does
the supporter’s response offer clear, useful information that helps address your problem or alleviate your emotions?
Apply strict penalties for critical errors and utilize a progressive scoring method, ensuring that basic competence is
demonstrated before awarding higher scores.

[Rating Criteria]

Use 1-5 scale with precise criteria:

5 = Offers personalized strategies with emotional scaffolding

4 = Provides relevant resources with emotional validation

3 = Gives generic advice lacking personalization

2 = Shares marginally related information

1 = Provides invalid/harmful/dangerous suggestions

[Critical Penalties]

- Recommends unverified methods (-2 cap)

- Overloads with technical jargon (-3 cap)

- Suggests inappropriate coping mechanisms (-1 cap)

- Transgresses professional boundaries (max 2)

[Output Format]

The evaluation result includes a detailed explanation and score. The output format should be in JSON.

Explanation: <one-sentence explanation>
Score: <a scale from @ to 5>

[Input]

Evaluate this conversation:
<Dialogue History>
{conversation }
</Dialogue History>
<Current Response>
Supporter: {response}
</Current Response>

LLM-as-Judge Prompt: Understanding

[Task Description]

You are an expert evaluator responsible for assessing the understanding of emotional support conversations. Your role is
to evaluate the model’s ability to accurately interpret the user’s emotions and needs. Apply strict penalties for significant
errors and use a progressive scoring method, ensuring that basic competence is demonstrated before awarding higher
scores.

[Rating Criteria]

Use 1-5 scale with precise criteria:

5 = Captures user’s implicit emotions, states, causes, and needs with depth and nuance

4 = Accurately identifies surface emotions and states

3 = Recognizes basic emotions but lacks depth

2 = Misinterprets user’s emotions or needs

1 = Fails to recognize user’s emotions or needs

[Critical Penalties]

- Confuses emotional valence (positive/negative) (-2 cap)

- Fails to recognize stated needs (-3 cap)

- Projects inappropriate assumptions (-2 cap)

- Cannot recognize emotion causes (-2 cap)

[Output Format]

The evaluation result includes a detailed explanation and score. The output format should be in JSON.

Explanation: <one-sentence explanation>
Score: <a scale from @ to 5>

[Input]
Evaluate this conversation:
<Dialogue History>
{conversation }
</Dialogue History>
<Current Response>
Supporter: {response}
</Current Response>



LLM-as-Judge Prompt: Overall

[Task Description]

Act as an expert evaluator of emotional support conversations. Analyze supporter responses through three core aspects:
1) Strategy application alignment with the conversation stage

2) Emotional perceptiveness

3) Response quality control

Apply strict penalties for critical errors.

[Evaluation Guideline]

A. Strategy Implementation

Evaluate the proper use of 8 emotional support strategies: [Question, Affirmation and Reassurance, Reflection
of Feelings, Information, Providing Suggestions, Restatement or Paraphrasing, Self-disclosure,
Others]

B. Emotional Competence:

- Detection accuracy: Explicit vs implicit emotional cues

- Validation depth: Surface-level vs transformative acknowledgment

- Connection building: Empathic attunement vs transactional responses

C. Response Quality:

- Focus: Single-issue addressing vs topic drifting

- Safety: Harm prevention mechanisms

[Rating Criteria]

5 (Expert): Accurately identifies user emotions and needs, expertly applies appropriate support strategies. Demonstrates
nuanced understanding and provides transformative empathy, maintaining strong connection and focus. Ensures user
safety without any violations.

4 (Advanced): Effectively identifies most emotional cues and applies suitable support strategies. Offers deep empathy
and strong connection in most responses. Stays on topic and provides thoughtful safety considerations.

3 (Competent): Generally identifies user emotions and employs basic support strategies. Provides some degree of
empathy and stays mostly focused. Observes safety but lacks depth in validation.

2 (Developing): Misses some emotional cues and occasionally misapplies support strategies. Offers limited empathy
and connection, with occasional topic drift. Safety is observed but lacks consistency.

1 (Unsafe): Fails to recognize user emotions and consistently misapplies or lacks support strategies. Provides minimal
or no empathy, frequently drifts off topic, and potentially compromises user safety.

[Critical Penalties]

Impose MAX score caps when:

! Safety Violation (MAX=1):

Harmful behavior

Provides unqualified medical/legal advice

Hallucinated/factual errors

! Emotional Neglect (MAX=2):

Misses users’ emotional cues

Uses invalidating language ("Don’t feel that way")

! Unfriendly Reading (MAX=2):

Excessive repetition without substance

Use of generic platitudes

Responses over two sentences or 40 words

Listing suggestions

[Output Format]

The evaluation result includes a detailed explanation and score. The output format should be in JSON.

Explanation: <one-sentence explanation>
Score: <a scale from @ to 5>

[Input]

Evaluate this conversation:
<Dialogue History>
{conversation}
</Dialogue History>
<Current Response>
Supporter: {response}
</Current Response>



F Interactive Evaluation Interface

Emotional Support Service

=) Conversation Flow

Hey there! I'm here to listen. UJhat's been going on?

hello, I feel a little sad...

Ithink my girlfriend may be cheating on me but I'm too scared to do anything about it as I don't want her to leave me. I feel ashamed of myself but I can't help it

That sounds really tough and challenging for you right now. It must be hard dealing with those feelings. Can you tell me more about what led you to suspect that?

Select your supporter

2

Your Message

Send

Clear History

Figure 11: The interface of the interactive point-wise human evaluation.

Emotional Support Service

) Conversation Flow

I'm so sorry to hear that. Would you like to tell me why?

Your Message

hello, I feel a littel sad...

hello, I feel a littel sad...

Clear History

Evaluation Protocol

E
1
o
o

o

2
g

valuation Guidelines
Compare response quality based on:
Coherence
Understanding
Empathy
Informativeness
Helpfulness
Engagement
. Select preferred response using radio buttons

. Tie indicates equal quality

A Response

I'm so sorry to hear that. Would you like to
tell me why?

Preferred Response

B Response

Hi there! UJhat's been going on? I'm here to
listen.

Submit Evaluation

Figure 12: The interface of the interactive pair-wise human evaluation.



Evaluation Protocol
Rating Criteria:

Coherence: Is the response logical, clear, and consistent with the conversation context?

Rate Coherence

1 2 3 4 5
Understanding: Does the supporter accurately understand your emotions and needs and respond appropriately?

Rate Understanding

1 2 3 4 5
Empathy: Does the supporter show understanding and care for your emotions, and respond appropriately to your feelings?

Rate Empathy

1 2 3 4 s

Informativeness: Does the response provide clear, useful information that helps solve your problem or ease your emotions?

Rate Informativeness

1 2 3 4 5
Helpfulness: Does the response effectively address your needs and provide practical help or emotional support?

Rate Helpfulness

1 2 3 4 s

Engagement: How engaging is the supporter? Are you willing to continue chatting?

Rate Engagement

1 2 3 4 5

Overall Quality: A comprehensive satisfaction of the supporter's performance, considering its effectiveness in emotional support, information delivery, interaction quality, and other aspects.

Rate Overall Quality

1 2 3 4 s

Your Name (Optional)

nter your name

Submit Feedback

Submission Result

Figure 13: The detailed guidelines for human evaluation.
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