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Abstract. Document Image Translation (DIT) requires accurate preser-
vation of both textual semantics and spatial layout during cross-lingual
conversion. Existing approaches predominantly rely on geometric heuris-
tics for post-OCR text clustering, often failing to capture the seman-
tic coherence essential for high-quality translation. To address this, we
propose a novel Layout-aware Semantic Paragraph Clustering algorithm
designed to reconstruct coherent paragraphs from fragmented OCR re-
sults. Our method operates through an iterative framework composed
of three synergistic modules: (1) a Spatial Neighbor Selection mod-
ule that identifies spatially proximate OCR fragments based on geomet-
ric constraints, (2) a Semantic Concatenation Model that evaluates
semantic coherence for candidate fragment merging, and (3) a Com-
pleteness Judgment Model that determines whether aggregated seg-
ments constitute semantically independent paragraphs. Through iter-
ative optimization, our framework reconstructs semantically coherent
and spatially consistent paragraph structures, significantly enhancing
downstream translation quality. Extensive experiments on DIT700K and
cross-domain evaluations demonstrate substantial improvements over state-
of-the-art methods, with BLEU score improvements of up to 17.37 points
on complex layouts. Our framework serves as an effective post-processing
component that enhances both traditional cascaded systems and modern
multimodal language models.

1 Introduction

Document Image Translation (DIT) seeks to translate text embedded within
document images while faithfully preserving the original layout, a task crucial for
global information access and cross-lingual communication. Many state-of-the-
art DIT systems adopt a cascaded pipeline ( [12}[17]), where Optical Character
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Fig. 1. An example in en-zh translation. Red arrows indicate errors in translation and
paragraph structure. (a) The original image input processed by OCR. (b) Under-
clustered results: paragraphs split into multiple segments, disrupting the flow and
meaning of the translation. (c) Over-clustered results: poorly structured translation.
(d) Correct results: both paragraph positions and translations are correct.

Recognition (OCR) first extracts text lines. Subsequently, these lines must be
accurately grouped into semantically coherent paragraphs before being processed
by a machine translation engine. The quality of this paragraph clustering step
is critical. From a functional perspective, a high-quality clustering result should
form independent complete paragraphs, which means paragraphs that a text
translation model can accurately translate without relying on additional context.
as illustrated in Figure [1} suboptimal clustering, either over-grouping disparate
content or excessively splitting cohesive text, can severely degrade the readability
and accuracy of the final translation. However, existing paragraph clustering
methods predominantly rely on physical layout cues (e.g., geometric rules [2
19|, or neural network based approaches ) Such approaches are often
fragile, struggling with complex layouts, OCR noise, or image distortions ,
and crucially, they tend to overlook the rich semantic information and logical
reading order that humans use to distinguish paragraphs.

To address these limitations, we propose a novel paragraph aggregation strat-
egy that shifts the focus from purely physical layout to leveraging textual se-
mantics and logical reading order, mimicking human comprehension. Our core
contribution is a dual-model collaborative framework designed for robust OCR
post-processing in cascaded DIT. This framework iteratively reconstructs para-
graph structures by:

1. Employing a Completeness Judgment Model (CIJM) to assess if a text seg-
ment forms a semantically complete paragraph.
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2. Using a Spatial Neighbor Selection (SNS) module to identify spatially prox-
imate candidate segments for merging with incomplete ones.

3. Utilizing an Semantic Concatenation Model (SCM) to determine if an in-
complete segment and a selected neighbor can be coherently concatenated.

This iterative process aims to generate paragraphs that are not only structurally
sound but also semantically meaningful, thereby significantly enhancing the qual-
ity of the final translation.

In summary, our main contributions are:

— A novel, human-inspired paragraph aggregation strategy prioritizing logical
layout (semantic coherence, reading order) over physical cues.

— A dual-model collaborative framework for iterative paragraph hierarchy re-
construction, designed as an effective OCR post-processing step for cascaded
DIT.

— Extensive experiments demonstrating superior paragraph clustering effects
and significantly improved DIT performance over state-of-the-art methods.

2 Related Work

2.1 Document Image Translation

Document Image Translation (DIT) aims to translate document images by lever-
aging both their visual and textual content. [27] Early work [1] focused only on
translating OCR-extracted text, but often lost crucial spatial context. Subse-
quent research integrated visual layout information [10,27,|28|, either through
external parsers or intrinsic layout-oriented encoders, to better handle complex-
layout documents beyond simple sentence or paragraph-level inputs.

Despite these advancements in incorporating layout awareness, a significant
limitation persists: many methods still operate on sequences of potentially noisy
or fragmented OCR results, thereby neglecting the logical layout of the document
image, which is vital for high-quality and contextually accurate translation.

2.2 Post-OCR Paragraph Clustering

In cascaded DIT systems, post-OCR processing is required to aggregate frag-
mented text lines from OCR, which provides both text and bounding box coor-
dinates, into coherent paragraphs for translation.

Early research employed geometric and rule-based approaches. Both cate-
gories include algorithms to find column gaps by searching for white space [3]
or text alignment [19]. Limitations of these approaches include susceptibility to
input noise and false positive column boundaries from monospace font families.
Especially when handling scene text with perspective distortions from camera
angles, vision-based algorithms can be fragile and inconsistent. [21]

Methods based on deep neural networks like Deep Layer Aggregation [25],
Graph Neural Network (GNN) [18], Graph Convolutional Network (GCN) [26]
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also exist [21}24]; however, due to their insufficient incorporation of semantic in-
formation, these methods may lack the capability to effectively address complex
situations encountered in real-world scenarios, such as intricate shapes, rotations,
and distortions.

3 Method Description

3.1 Task Formulation

Formally, the goal of clustering is to find an optimal partition P* = {p1,...,pan}
of input lines L = {l1,..., Iy} maximizing an objective F: argmaxpe (1) F (P |
L,©) where II(L) is the set of all valid partitions of L; F(P | L, ©), parameter-
ized by @, evaluates partition P’s quality.

3.2 Model Architecture

Overall Workflow. Our model employs a synergistic workflow to reconstruct
coherent paragraphs from OCR-derived text lines. The process initiates with
the Completeness Judgment Model , which assesses each text line or initial
short segment for semantic completeness. Lines or segments identified as incom-
plete by the CJM are then prioritized for extension. To find suitable candidates
for merging, the Spatial Neighbor Selection module identifies physically prox-
imate text lines, excluding impossible candidates. Subsequently, the Semantic
Concatenation Model evaluates whether an incomplete segment and a selected
spatial neighbor can be meaningfully and coherently concatenated. If a concate-
nation is validated by the SCM, the segments are merged, and the newly formed
segment is re-evaluated by the CJM. This loop terminates when all segments
satisfy CJM’s completeness criterion or SCM rejects all potential mergers with
neighbors.

Completeness Judgment Model. The CJM is designed to assess whether
a given sequence of text lines constitutes a semantically complete paragraph.
Given a candidate paragraph p. = (I;,li41,-..,l;), which is a sequence of text
lines, the CJM outputs a probability score Scomp(pe) indicating the likelihood
that p. is a complete paragraph:

Scomp (pc) = P(is,complete | De, @CJM)

where ©¢ypr are the parameters of this model. This score is crucial for deter-
mining appropriate paragraph break points, ensuring that generated paragraphs
are self-contained units of meaning.

Spatial Neighbor Selection. The SNS module leverages the geometric layout
of text lines to identify potential candidates for grouping. For each text line
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Fig. 2. Model architecture: Overview of our paragraph aggregation framework. It
processes OCR-extracted text lines using a Completeness Judgment Model, Semantic
Concatenation Model, and Spatial Neighbor Selection module to reconstruct coherent
paragraphs. Output paragraphs are sent to a translation model. The solid arrows in-
dicate the direction of data flow.

I € L, defined by its vertices Vi, = {vk1,- .., Ukm}, its centroid ¢, = (2, yr) is
computed as: ¢ = = >0 vy

Given a line [;, the SNS module determines its set of spatial neighbors,
Ng(l;) € L\ {l;}. This set is constructed using a combination of the follow-
ing criteria:

— Distance Thresholding: Lines /; whose centroids c; are within a specified
Euclidean distance dpqtiqr from c;.

Ns(li) = {l; € L\ {li} | lei — ¢jll2 < dspatiar}

— K-Nearest Neighbors (KNN): The K lines I; € L\ {l;} whose centroids
c; are closest to ¢; based on Euclidean distance.

— Line-of-Sight (LoS) Visibility: Lines [; € L\ {l;} such that the line
segment connecting c¢; and c¢;, denoted ¢;c;, does not intersect the bounding
box of any other text line I (where k # 1, j).

Ns(ll) = {ZJ e L \ {lz} | Vi, € L \ {li,lj},TCjﬁ BbOX(lk) = @}
where Bbox(Ij) represents the bounding box of line .

The output Ng(l;) provides a spatially constrained set of lines, pruning the
search space for paragraph construction by focusing on physically proximate
candidates.

Semantic Concatenation Model. The SCM evaluates whether a text se-
quence Seqp should logically and semantically follow another sequence Seqa
to form an extended, coherent text block. Given two sequences of text lines,
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Seqa = (lay,---yla,) and Seqg = (lpy,...,1p, ), the SCM outputs a score
Seconcat(Seqa, Seqp). This score represents the probability of the event should
_concatenate, signifying that Seqp indeed forms such a logical and semantic
continuation of Seq4:

Sconcat(Seqa, Seqp) = P(should_concatenate | Seqa, Seqp,Oscar)

where Ogc s are the model parameters. This model is trained using the Text-
line Order Prediction (TOP) task, as detailed in the following section. The SCM
is crucial for deciding whether to merge adjacent lines or segments into a single
paragraph, considering both semantic relatedness and logical flow.

3.3 Training Strategy

The CJM is trained as a binary classifier to distinguish between complete and
incomplete paragraphs. Training data is directly extracted from ground truth
paragraph annotations.

For the SCM, we introduce the Text-line Order Prediction (TOP) task.
Inspired by Next Sentence Prediction (NSP) from BERT [4] and Sentence Order
Prediction (SOP) from ALBERT [9], TOP is specifically tailored for sequences
of OCR-derived text lines. Unlike NSP, which primarily assesses thematic relat-
edness, and SOP, which focuses on local coherence (often by detecting reversed
sentence pairs), TOP uniquely integrates spatial layout information from the
source document or scene image into its sample construction.

The TOP task involves classifying pairs of text sequences, [Seq,, Seqg|, as
either positive or negative. Samples are constructed as follows:

— Positive Samples ([Seq,, Seqp]): Consist of two text sequences where Seq,
immediately precedes Seqp within the same original paragraph. These in-
clude:

(1) Consecutive lines: e.g., [line;, line;11].
(2) Contiguous segments: A paragraph randomly partitioned into two multi-
line segments (Seq,, Seqg), simulating erroneous paragraph breaks.

— Negative Samples: Designed to challenge the model’s understanding of
sequence order and coherence.

(1) Swapped order: Reversing a positive pair (e.g., [Seqg, Seqy])-

(2) Non-contiguous: Pairing non-adjacent sequences from the same para-
graph (e.g., [Sequ, Seqo] from a paragraph Seqy, Seqg, Seqc).

(3) Spatially successive but unrelated: Pairing sequences (single or multi-
line) that are spatially close in the document/image but originate from
different paragraphs (i.e., different semantic contexts).

By simulating complex real-world scenarios, this strategy enables the SCM to
develop a robust understanding of semantic coherence and logical flow, thereby
enhancing robustness in handling diverse challenges commonly encountered in
real-world OCR applications.

Both models are initialized using pre-trained weights from ALBERT [9], while
the classifier layer employs Kaiming Uniform initialization. Then, we fine-tune
the models on the DIT700K dataset [2§].
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4 Experiments

4.1 Experiment Settings

Datasets and Evaluation Metrics To evaluate the proposed method, we
conduct extensive experiments on DIT700K |[28], currently the largest publicly
available benchmark for Document Image Translation (DIT). This comprehen-
sive dataset comprises 718,000 high-quality document images with bilingual
(English-Chinese) content, featuring three distinctive characteristics: compre-
hensive multi-level, fine-grained annotations, including word text and bounding
boxes, sentence prefixes, order, and translation, and full document translation.
For performance evaluation, we employ the following standard metrics:

— BLEU ([14]: n-gram precision, focusing on translation accuracy.
— chrF++ [15]: Combines character and word n-gram F-score, balancing pre-
cision and recall.

Setups Following the methodology of [28] for constructing the DIT700K test set,
we constructed two distinct test sets: one featuring complex layouts and another
with simple layouts. Each set comprises 1024 examples and was designed to
evaluate the performance of both baseline methods and our proposed approach
across varying degrees of layout complexity. To eliminate potential OCR noise
that could confound translation quality assessment, we utilized ground truth text
content and bounding boxes directly from these test sets for all experiments.

The translation model is based on the Qwen2.5-7B architecture [16]. It was
fine-tuned for 2000 steps on the DIT700K training set using Low-Rank Adapta-
tion (LoRA) [6]. The classifier heads in both the SCM and CJM modules consist
of a fully-connected layer with a dropout rate of 0.1. Within the SNS module, the
spatial threshold, denoted as dspqtial, Was set to half the image width, and K, the
number of nearest neighbors, was configured to 3 for the K-nearest neighbors se-
lection. Model parameters were initialized using the albert-xlarge-v2 checkpoint
from the ALBERT model [9].

Baselines We compare our method against several representative baselines:

— EasyOCR [8]: A rule-based method for paragraph aggregation.

— Docxchain [24]: A CNN-based layout parser.

— DIMTDA [10]: An end-to-end translation model based purely on visual
information.

— LayoutXLM-Dec [22]|, LiLT-XLM-Dec [20],LayoutLMv3-Dec [7],
BROS-Dec [5], and ZoomDIT [28|: These models integrate both visual
and textual layout information for document understanding and translation.

— GPT-40 (via Azure API) [13]: A multimodal Large Language Model
(LLM). For this baseline, the model receives only the raw image and a trans-
lation instruction as input, without any pre-extracted textual content.
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In our experiments, our proposed method, alongside EasyOCR and Docxchain, is
introduced as post-processing modules for text information in cascaded models.
The training configurations and hyperparameter settings for all relevant models
generally adhere to those specified in their respective original publications or
follow the setup detailed in for consistency, unless otherwise noted.

Table 1. Results on DIT700K EN (EN-ZH) and DIT700K ZH (ZH-EN) datasets under
simple and complex layouts, evaluated by BLEU and chrF++ scores. The values in
bold and underlined represent the best and second-best results respectively.

DIT700K EN (en-zh)

simple complex Average

methods BLEU chrF++ BLEU chrF++ BLEU chrF++
Multimodal LLM
GPT-40 44.02 4730 3472 3961 39.37 4346
End2End DIT model
DIMTDA 34.65 4593 2549 3511 30.07 40.52

LayoutXLM-Dec 41.97 51.46 32.07 43.06 37.02  47.26
LayoutLMv3-Dec 32.58  43.37 28.90 39.87 30.74  41.62

BROS-Dec 41.36 51.68 33.31 44.35 37.34 48.02

ZoomDIT 44.45 54.52 37.07  47.42 40.76  50.97
Cascaded DIT System

Rule-based 37.20 4435 3032  33.67 33.76  39.01

CNN-based 48.04 43.51 48.84 43.47  48.44 43.49

Ours 59.02 51.15 57.24 49.31 58.13 50.23

DIT700K ZH (zh-en)
Multimodal LLM
GPT-40 41.03  57.78  33.65 48.4 37.34  53.09
End2End DIT model

LayoutXLM-Dec 42.83 67.23 31.53 55.17 37.18 61.20
LiLT-XLM-Dec  37.05 61.74 29.04 51.58 33.06 56.66

ZoomDIT 44.45 67.25 39.86 62.59 42.16 64.92
Cascaded DIT system

Rule-based 23.77 34,51 2261 30.75 23.19  32.63

CNN-based 26.39 4741 2885 54.11 2762  50.76

Ours 45.96 65.22 37.57 61.66 41.77 63.44

4.2 Comparison with Prior State-of-the-Art

Table [1| presents comprehensive performance comparisons across all methods on
both DIT700K EN—ZH and ZH—EN translation benchmarks, demonstrating
the effectiveness of our semantic-spatial paragraph reconstruction framework.
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English-to-Chinese Translation Performance. Our framework achieves
exceptional performance on the EN—ZH translation task, establishing new state-
of-the-art results across both layout categories. For documents with simple lay-
outs, our method attains the highest BLEU score of 59.02, representing a sub-
stantial 14.57-point improvement over the strongest baseline (ZoomDIT: 44.45).
This improvement demonstrates superior translation accuracy through effective
semantic paragraph reconstruction. While ZoomDIT leads in chrF++ (54.52)—a
metric that balances character and word-level precision and recall—our model’s
chrF++ score of 51.15 remains highly competitive, showing only a 3.37-point
difference while significantly outperforming all other methods.

The performance advantage becomes even more pronounced for complex lay-
outs, where our approach achieves the top scores for both BLEU (57.24) and
chrF++ (49.31). Compared to ZoomDIT, we observe improvements of 20.17
and 1.89 points respectively, validating our framework’s robustness in handling
irregular document structures where purely geometric clustering approaches typ-
ically struggle. These substantial improvements across complex layouts under-
score the critical importance of semantic understanding in document structure
reconstruction.

Chinese-to-English Translation Performance. For the ZH—EN trans-
lation direction, our method maintains strong competitive performance while
demonstrating consistent improvements over traditional approaches. On simple
layouts, our framework achieves the leading BLEU score of 45.96, outperform-
ing ZoomDIT (44.45) by 1.51 points. Although ZoomDIT secures the highest
chrF++ score (67.25), our model’s chrF++ of 65.22 represents only a 2.03-point
difference while substantially surpassing all other competing methods by margins
exceeding 4 points.

For complex layouts, ZoomDIT achieves the best overall performance with
BLEU (39.86) and chrF++ (62.59) scores. However, our method exhibits highly
competitive results with BLEU of 37.57 and chrF++ of 61.66, maintaining per-
formance gaps of only 2.29 and 0.93 points respectively. Importantly, our ap-
proach significantly outperforms all other baseline methods, with the second-best
performer (LayoutXLM-Dec) achieving only 31.53 BLEU on complex layouts—a
6.04-point deficit compared to our method.

Table 2. Ablation study on DIT700K EN—ZH translation showing individual com-
ponent contributions. Performance degradation compared to the full model is shown
in red. Evaluation setup identical to Table

Conﬁguration‘ Simple Layout ‘ Complex Layout ‘ Average

| BLEU chrF++ | BLEU chrF++ | BLEU chrF++
Ours Model | 59.02 5115 | 57.24 4931 | 5813 50.23
w/o SCM |33.37 (-25.65) 38.59 (-12.56)|27.56 (-29.68) 33.72 (-15.59)|30.47 (-27.66) 36.16 (-14.07)
w/o CIM |47.06 (-11.96) 49.50 (-1.65) 26.18 (-31.06) 29.30 (-20.01)|36.62 (-21.51) 39.40 (-10.83)

w/o SNS | 58.30 (-0.72) 50.07 (-1.08) | 47.65 (-9.59) 44.17 (-5.14) | 52.98 (-5.15) 47.12 (-3.11)
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4.3 Ablation Study

We systematically ablate key components to evaluate their individual contri-
butions on the DIT700K EN—ZH benchmark (Table [2). The analysis reveals
the critical importance of each module, with performance degradations clearly
quantified relative to the full model.

SCM Ceriticality: Removing the Semantic Concatenation Model causes the
most severe performance degradation across all metrics, with average BLEU
dropping by 27.66 points and chrF++ by 14.07 points. The impact is particu-
larly pronounced on complex layouts (29.68 BLEU point decrease), confirming
that semantic coherence assessment is essential for handling irregular document
structures where spatial cues alone prove insufficient.

CJM Significance: The Completeness Assessment Model removal shows
asymmetric impact across layout types. While simple layouts experience moder-
ate degradation (11.96 BLEU points), complex layouts suffer severe performance
loss (31.06 BLEU points), highlighting CJM’s critical role in determining para-
graph boundaries when geometric heuristics fail.

SNS Contribution: Although the Spatial Neighbor Selection module shows
the smallest individual impact, it provides crucial spatial constraints that prevent
semantically plausible but spatially implausible merging decisions. The 5.15 aver-
age BLEU point degradation, with more pronounced impact on complex layouts
(9.59 points), demonstrates its importance as a necessary filtering mechanism.

4.4 Enhancing LLM translation via paragraph clustering.

To demonstrate the value of our method as a pre-processing step for modern
translation systems, we evaluate its impact on Large Language Models (LLMs)
by comparing their performance on raw OCR lines versus lines structured by our
clustering approach and existing approach. We evaluate its impact by comparing
three distinct input configurations: (1) raw OCR text lines, (2) text grouped by a
rule-based method, and (3) text structured by our proposed paragraph clustering
method. Evaluation methods are the same as the main experiment on DIT700K
en-zh dataset. As shown in Table [3] our framework is a crucial component that
significantly enhances cascaded translation systems. By providing semantically
coherent context, our method dramatically improves translation quality, elevat-
ing the BLEU score on the GPT-40 model from 35.62 (raw text) to 53.43, and
on DeepseekV3 from 35.58 to 50.02. This substantial improvement demonstrates
the framework’s ability to unlock the full potential of downstream translation
models, pushing their performance to a state-of-the-art level.

4.5 Cross-Domain Generalization and LLM Comparison

Cross-Domain Generalization Analysis. To assess the transferability of
our approach across diverse document types, we evaluate our models using the
DITrans dataset [27], which comprises meticulously annotated document para-
graphs from diverse domains, exhibiting significant variations in textual content
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Table 3. LLM Translation Enhancement on Complex Layouts

DeepSeek-V3 GPT-40

Clustering methods| gy piy o p 4 4 [BLEU chrF++

Raw OCR lines 35.58  40.23 | 35.62  42.25
Rule-based clustering | 38.70  42.37 | 41.62  44.14
Our clustering 50.02 44.52 |53.43 47.31

and layout structure (Figure [3). Both models were fine-tuned exclusively on
the ’book’ domain of DITrans and subsequently evaluated on four distinct do-
mains: 'News’, "Political reports’, ’Advertisement’, and ’Scientific articles’. Both
CJM and SCM were trained exclusively on the 'book’ domain and evaluated on
four target domains: News, Political reports, Advertisement, and Scientific arti-
cles. Table 4| shows CJM’s superior cross-domain generalization (85.33 average
F1) compared to SCM (78.95), with both models performing best on Political
and News domains that structurally resemble the training domain. Performance
degradation on Advertisement and Scientific domains reflects their distinct lay-
out characteristics and specialized vocabularies.

p-

SUBEGN
\SMOKING.

T AT
Adanta’s Hottest Rightclub
KOOL Festival {
| Afterparty
| 1987

(a) Paper Books (b) News (c) Advertisements (d)Political Reports (e) Scientific Article

Fig. 3. Five domains from DITrans dataset.

Table 4. F'1 Scores for CJM and SCM Models Across Different Datasets

Cross-Domain Evaluation

models‘News Political reports Advertisement Scientific articles Avg.

CJM 91.3 93.7 79.8 76.5 85.33
SCM 86.2 83.3 73.6 2.7 78.95

Comparison with Large Language Models. We compare our specialized
models against state-of-the-art LLMs (DeepSeek-V3 and GPT-40) on com-
pleteness assessment and text-line order prediction tasks using both zero-shot
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and few-shot (2 examples) prompting strategies. Our models significantly out-
perform LLMs on both tasks (Table. CJM achieves 92.6% F1 on completeness
assessment (10.1 points above GPT-4o0 few-shot), while SCM reaches 86.7% on
order prediction (2.2 points above GPT-40 few-shot). Error analysis reveals sys-
tematic biases limiting LLM effectiveness: (1) Length bias—disproportionately
associating longer segments with completeness regardless of semantic coherence;
(2) Coherence detection limitations—struggling with inter-line continuity
assessment in multi-line layouts. These biases, particularly evident on the most
challenging 10% of test examples, demonstrate that specialized architectures
remain superior for fine-grained document layout tasks despite LLMs’ general
capabilities.

Table 5. F'1 Score Comparison with DeepSeek-V3 and GPT-40

F1 Score Comparison with SOTA LLM

models Completeness Text-line Order
DeepSeek-V3 (zero-shot) 75.4% 78.4%
DeepSeek-V3 (few-shot) 67.3% 68.9%
GPT-40 (zero-shot) 80.3% 81.2%
GPT-40 (few-shot) 82.5% 84.5%
Ours 92.6% 86.7%

4.6 Visualization

As demonstrated in Figure 4] in contrast to the baseline’s over-clustering or
under-clustering (b), which erroneously merges section headings with subsequent
descriptive text or wrongly separate paragraphs (e.g., the "Motion Awake Func-
tion’ heading incorrectly merged with its three-line description; the title is sep-
arated into three lines), our approach (c) accurately distinguishes hierarchical
structures and preserves logical semantic boundaries.

5 Conclusion

This paper proposes a novel text line clustering framework, which uniquely pri-
oritizes textual semantics and logical reading order, leveraging a Completeness
Judgment Model (CIJM), an Semantic Concatenation Model (SCM), and a Spa-
tial Neighbor Selection (SNS) module. This iterative process effectively recon-
structs semantically coherent paragraphs, serving as an advanced OCR post-
processing step. Experimental results on the DIT700K benchmark demonstrate
that our framework significantly outperforms existing methods in paragraph
clustering and substantially enhances downstream DIT performance, pushing
cascaded DIT systems to a higher performance level.
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(b) Clustered paragraphs by
baseline method

(a) Detected text lines (Input) (¢) Clustered paragraphs by

proposed method

Fig. 4. Illustration of clustering on real-world photographed documents. (a) Text lines
as inputs (b) baseline (Docxchain) results and (c) results of proposed method. The red
boxes in (b) indicate over-clustering or under-clustering.
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