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Abstract. The dialogue system is widely used in many application sce-
narios, while the construction of the dialogue system always faces the
difficulty of zero-resource training data. To alleviate that, we propose
a knowledge transfer framework to build a dialogue system based on
existing machine translators and training data in data-rich language.
Specifically, we first generate various kinds of pseudo data with cyclic
translation procedure and different data combinations. Then we pro-
pose a noise injection method and a multi-task training method for the
pipeline system and end-to-end system, respectively. The noise injec-
tion method optimizes each module by incorporating machine transla-
tion noises into the pipeline process to handle the error propagation
problem, thus improving the whole system’s robustness. The multi-task
training method combines cross-lingual dialogue, monolingual dialogue,
and machine translation into the end-to-end dialogue system’s training
process, thus reducing the impact of noises in pseudo data. The extensive
experiments on a real-world e-commerce dataset demonstrate that our
methods can achieve remarkable improvements over strong baselines.

Keywords: Cross-lingual dialogue system · Noise injection ·
Multi-task

1 Introduction

Dialogue systems have stimulated great interest from both academia and indus-
try [16,22,25]. However, most existing dialogue systems are developed based on
monolingual training data, making the dialogue service only available in the
corresponding language. Along with globalization, there is an increasing need
for commercial dialogue systems to handle different languages. However, collect-
ing high-quality dialogue data for a new language is quite expensive, leading
to the development of a dialogue system face the challenge of few-shot or even
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zero-resource training data. Therefore, in this paper, we focus on building a
cross-lingual dialogue system based on the existing monolingual dialogue system.

Despite the attractive progress in cross-lingual dialogue systems [3,9,14,15],
researchers mainly focus on the sub-modules in a dialogue system. To the best
of our knowledge, there is none work trying to build a complete cross-lingual
dialogue system under the zero-shot setting, which is the focus of this paper.

Benefiting from the excellent performance of machine translation (MT), we
adopt MT systems as the language bridge, and two basic methods can be adopted
to deploy a dialogue system for the zero-resource language:

i) MT-based pipeline dialogue system. It consists of three steps: trans-
lation step, dialogue step, and back-translation step. A machine translator
translates a user’s utterance into a language consistent with the dialogue
system. Then the dialogue system generates a response based on the trans-
lated utterance. Finally, the machine translator translates the response back
into the user’s language. This method is easy to implement. However, this
method’s core challenge is the amplification of translation errors.

ii) End-to-end dialogue system. The machine translator is used to translate
the dialogue training data in data-rich language into zero-resource language.
Then an end-to-end dialogue system can be directly trained from the trans-
lated data. However, there are still many noises and errors in the translated
data, which will seriously affect the dialogue system’s performance.

In this paper, we propose two possible workarounds to deploy a dialogue sys-
tem for the zero-resource language without any dialogue data in that language
under the guidance of the MT systems and the dialogue dataset in data-rich
language. Specifically, we first generate various pseudo data that contain the
dialogue knowledge of the data-rich language and translation knowledge between
data-rich language and zero-resource language through cyclic translation proce-
dure. Based on generated pseudo data, we propose two methods to enhance the
performance of the MT-based pipeline system and end-to-end system, respec-
tively. For the MT-based pipeline system, a noise injection method is proposed
to optimize each module in the pipeline paradigm. This method injects noises
into both the MT systems and the dialogue system with generated pseudo data,
making the MT systems more relevant to the dialogue and the dialogue sys-
tem more robust to the noise input. For the end-to-end model, a multi-task
training method is designed to augment the performance by combining the
training process of three tasks: cross-lingual dialogue system, monolingual dia-
logue system, and machine translation task. This kind of synchronous learning
can optimize the encoder and reduce the impact of noises in the pseudo data.
The main contributions of this paper are as follows:

(1) To the best of our knowledge, we are the first to make a full investigation
about how to deploy a dialogue system to a zero-resource language, which
only uses the dialogue data in data-rich language and machine translators.

(2) Noise injection method and multi-task training method are proposed
to boost the performance of the pipeline model and end-to-end model,
respectively.
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Fig. 1. The framework of our proposed methods.

(3) The proposed methods have been evaluated on the transfer of three language
pairs. The results have shown the effectiveness of our methods.

2 Problem Definition and Background

Our goal is to construct a dialogue system for the new language e, which takes
the contextual utterance Xe as input, and generates response Ye. Due to the
zero-resource training data, we make full use of the following two resources to
transfer the dialogue system from data-rich language f to language e:

1) Dialogue dataset in f : DXf⇒Yf
= {(Xf , Yf )}, where Xf denotes the dia-

logue context and Yf denotes the response.
2) MT engines, which can translate sentence from e to f (denoted as MTe⇒f )

and back-translate from f to e (denoted as MTf⇒e). Hence, the dialogue
system for e is formalized as follows:

Ye = g(Xe|DXf⇒Yf
,MTe⇒f ,MTf⇒e) (1)

We briefly describe the conversational model used in this paper. Considering
the excellent text generation performance of the Transformer encoder-decoder
network [21], we implement our neural conversational model entirely based on
this framework. Given a dialogue data set D = {(X,Y )}, where Y is a response of
a dialogue context X. The encoder and decoder are trained jointly to maximize
the conditional probability of response sequence given an input sequence:

L(D; θ) =
∑

(X,Y )∈D
log p(Y |X; θ) (2)

3 Approach

To deploy the dialogue system for e, we first use the MT engines and dialogue
dataset in f to construct various pseudo data. Then, we put forward a noise
injection method for the pipeline system to alleviate the error propagation prob-
lem and a multi-task training method for the end-to-end model to reduce the
influence of errors and noises in the pseudo data, as illustrated in Fig. 1.
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3.1 Pseudo Data Construction

Given an input-response pair (Xf , Yf ), we first translate (Xf , Yf ) into (Xe, Ye),
and then translate back into language f, denoted as (X

′
f , Y

′
f ). Thus, through the

cyclic translation procedure we construct the following four pseudo datasets.

1) DXe⇒Ye
= {(Xe, Ye)}. It is a pseudo monolingual dialog dataset in language

e consisting of the input-response pair (Xe, Ye).
2) DXe⇒Yf

= {(Xe, Yf )}. It is a pseudo cross-lingual dialog dataset consisting
of input-response pair (Xe, Yf ).

3) DX
′
f⇒Y

′
f

= {(X
′
f , Y

′
f )}. It is a pseudo monolingual dialog dataset in language

f and contains input-response pair (X
′
f , Y

′
f ).

4) Df⇒e = {(Xf ,Xe) ∪ (Yf , Ye)}. It is a pseudo parallel corpus consisting of
each message including input and response and its translated message.

These four pseudo datasets contain dialogue knowledge from data-rich lan-
guage and translation knowledge from MT engines. Then we use the datasets to
optimize the MT-based pipeline system and the end-to-end system.

3.2 Noise Injection Method

For the MT-based pipeline system, the domain of the online MT engine is dif-
ferent from the dialogue scenario, which will introduce many errors and noises.
Besides, the original dialogue system is trained on the clean dataset, making
it impossible to work properly when given the translated utterances. The con-
structed pseudo datasets contain much knowledge from both the MT engine
and dialogue. Therefore, we consider using the pseudo datasets to optimize each
module in the pipeline system, as shown in Fig. 1. Since the modules are learning
from noise data, they can better handle noise input. We name this method the
noise injection method. It can be divided into two steps:
Noised NMT System. We use the generated pseudo dataset Df⇒e to train
Transformer-based neural machine translation (NMT) systems from both direc-
tions (f ⇒ e and e ⇒ f ). These two NMT systems are denoted as Noised NMT
Systems. The two systems are more relevant to the dialogue task than the online
MT engine since the pseudo parallel dataset is constructed from the original
clean dialogue dataset.

The Transformer-based NMT also consists of an encoder and decoder. Given
a parallel dataset P = {(F,E)}, the loss function can be calculated as:

L(P; θ) =
∑

(F,E)∈P
log p(E|F ; θ) (3)

Hence, given the pseudo parallel dataset Df⇒e, the noised NMT systems can
be trained by optimizing the loss function in Eq. 3.
Noised Dialogue System. To make the dialogue system better handle the
noise input, we need to update the original dialogue system and let it experience
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more noise data. To achieve this, we merge the dataset DX
′
f⇒Y

′
f

with the original
clean dataset DXf⇒Yf

and retrain the dialogue system. This system is denoted as
Noised Dialogue System. Given the pseudo data C = {(X

′
, Y

′
)} and the original

clean training data D = {(X,Y )}, the loss function is calculated as follows:

L(D, C; θ) =
|D|+|C|∑

n=1

{
log p(Y n

D |Xn
D; θ)︸ ︷︷ ︸

Lossfromcleandata

+ log p(Y n
C |Xn

C ; θ)︸ ︷︷ ︸
Lossfrompseudodata

}
(4)

3.3 Multi-task Training and Adaptation

In the noise injection method, the NMT systems and the dialogue system are
optimized separately, indicating that the error propagation still exists. Thus,
we would like to know whether we can directly train an end-to-end dialogue
system for language e using the generated pseudo dataset. However, due to the
translation errors and noises in the dataset, it is not enough to use DXe⇒Ye

to
train the end-to-end dialogue system. Notice that the clean data can be used
to enhance the noise data, we consider using multi-task learning to integrate
different tasks to improve the end-to-end dialogue system in language e.

We employ the one-to-many scheme [10,26] to incorporate the training pro-
cess of several tasks. As shown in Fig. 1, the scheme involves one shared encoder
and multiple task-specific decoders for three language generation tasks: cross-
lingual dialogue system, monolingual dialogue system, and MT. Here, cross-
lingual dialogue system refers to the system, of which the input and response
are in different languages.

Three pseudo datasets are used for the training procedure, including DXe⇒Yf
,

DXe⇒Ye
and Df⇒e. These datasets contain both clean data and pseudo data,

and the clean data can help to improve the response generation for language e.
Furthermore, the multi-task training procedure can enhance the encoder, thus
minimizing the impact of the noise data. The loss function is as follows:

L(θe, θml
d , θcld , θmt

d ) = log p(Yf |Xe; θe, θcld )
︸ ︷︷ ︸

cross−lingual dialogue task

+ log p(Ye|Xe; θe, θml
d )︸ ︷︷ ︸

monolingualdialoguetask

+ log p(Xf |Xe; θe, θmt
d )

︸ ︷︷ ︸
MTtask

(5)

where θe denotes the shared encoder. θml
d , θcld , and θmt

d are the decoder for mono-
lingual dialogue task, cross-lingual dialogue task, and MT task, respectively.

4 Experiments

4.1 Experimental Settings

Dataset. We adopt a publicly available Chinese e-commerce dialogue cor-
pus1 [24] collected from Taobao2 to conduct experiments. Chinese is the
1 https://github.com/cooelf/DeepUtteranceAggregation.
2 https://www.taobao.com.

https://github.com/cooelf/DeepUtteranceAggregation
https://www.taobao.com
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high-resource language. We transfer the Chinese e-commerce dialogue service
into English, Spanish and Korean under zero-shot setting. To verify our method,
we manually translate the Chinese test set into the other three languages. More
details about the dataset are given in Table 1.

Table 1. Dialog dataset statistics.

Number of input-response pairs Average of words

Input Response

Train 517,525 31.28 11.77

Valid 4,402 31.64 11.65

Chinese-Test 5,204 32.63 11.73

English-Test 5,204 36.19 13.70

Spanish-Test 5,204 31.72 12.06

Korean-Test 5,204 21.40 7.93

Evaluation Metrics. We conduct evaluation with both automatic metrics and
human evaluation. For automatic evaluation, We adopt several widely used met-
rics [6,7,11,19] to measure the performance of our proposed method, including
word overlap metrics (BLEU-4, METEOR, ROUGE-L), distinct metrics (Dist-
1/2), and normalized average sequence length (NASL). We also carry out a
human evaluation for a more realistic comparison of our proposed methods to
the baselines. We focus on evaluating the generated responses from three aspects:
(1) Relevance: if the response is relevant to the given history; (2) Informative:
if the response contains informative and interesting content; and (3) Fluency:
whether the response is fluent without grammatical error. The details of human
evaluation will be described in the corresponding part.
Implementation Details. We use Byte-Pair Encoding (BPE) with 30K merge
operations to segment Chinese, English, Spanish, and Korean into subword gran-
ularities. For the Transformer-based dialogue system, the vocabulary size of the
source and target words are both 30K. We train our models using configuration
transformer base [21], which contains a 6-layer encoder and a 6-layer decoder
with 512 dimension hidden representations. During training, we apply Adam
optimizer with β1 = 0.9, β2 = 0.998, and ε = 10−9. In the cyclic translation
procedure, we adopt the Google translator3 to generate the pseudo dataset. For
the self-trained NMT systems in the noise injection method, we also use config-
uration transformer base to train the NMT systems.

4.2 Experimental Results and Analysis

Results of Noise Injection Method. Table 2 shows the experimental results
of the noise injection method. We can reach the following conclusions:
3 https://translate.google.com/.

https://translate.google.com/
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Table 2. Experimental results of the noise injection method. In the noise injection
method, modules in the parentheses mean which modules use the noised models while
the rest use the original. Dial denotes dialogue.

# System BLEU-4 METEOR ROUGE-L Dist-1/2 NASL

Upper bound (Input = ZH)

1 Dial 9.54 11.34 18.38 0.0410/0.2082 1.0589

Baseline (Input = EN; MT1 = MT2 = Google Translator)

2 MT1+Dial 3.93 7.56 12.53 0.0384/0.1908 1.1377

3 MT1+Dial+MT2 2.55 5.26 9.31 0.0323/0.1987 1.1345

4 End-to-end 2.90 6.06 10.50 0.0307/0.1830 1.0539

Noise Injection method (Input = EN)

5 Noise(MT1+Dial+MT2) 3.57 6.56 11.13 0.0346/0.2107 0.9799

6 Noise(MT1+Dial) 3.35 6.48 11.00 0.0362/0.2154 0.9687

7 Noise(Dial+MT2) 2.90 5.76 10.08 0.0349/0.2162 0.9873

8 Noise(MT1+MT2) 3.41 6.28 10.72 0.0340/0.1975 0.9725

9 Noise(MT1) 3.24 6.29 10.69 0.0366/0.2088 0.9716

10 Noise(Dial) 2.76 5.80 10.03 0.0362/0.2194 0.9890

Table 3. Experimental results of multi-task training method. MonoDial denotes the
monolingual dialogue system and CrossDial denotes the cross-lingual dialogue system.

# System BLEU-4 METEOR ROUGE-L Dist-1/2 NASL

1 Dial 9.54 11.34 18.38 0.0410/0.2082 1.0589

2 End-to-end 2.90 6.06 10.50 0.0307/0.1830 1.0539

3 Noise(MT1+Dial+MT2) 3.57 6.56 11.13 0.0346/0.2107 0.9799

Multi-task training method

4 MonoDial+CrossDial+MT 3.81 6.59 11.51 0.0269/0.1447 0.9783

5 MonoDial+CrossDial 3.32 6.15 10.87 0.0335/0.1981 0.9832

6 MonoDial+MT 3.57 6.28 11.14 0.0280/0.1465 0.9371

i) The MT-based pipeline dialogue system suffers heavily from error propaga-
tion. Compared to the dialogue model given the clean Chinese test data (line
1), the system’s performance degrades drastically if the input is a noise input
translated from English (line 2). After Google translator translates the Chi-
nese response back into English, the performance continues to decline (line
3). The performance of the end-to-end model (line 4) is better than the
pipeline system (line 3), which proves the end-to-end model can avoid the
problem of error propagation to a certain extent. However, the performance
of the end-to-end model is still seriously harmed by the noises and errors in
the translated pseudo data.

ii) The proposed noise injection method can boost the performance of the
pipeline system (line 5 and line 3). After using the noised MT (including
MT1 and MT2) and noised dialogue, the performance has gained impres-
sively.

iii) We also investigate the effect of each noised model in the pipeline system
(line 6 to line 10). We can see that each of the noised models can improve
performance. Meanwhile, noising the first two models is more critical for
improvement (line 6). This is because retraining the first two models can
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Table 4. Experimental results of language transfer to other languages.

# System BLEU-4 METEOR ROUGE-L Dist-1/2 NASL

Chinese ⇒ Spanish

1 MT1+Dial+MT2 2.37 4.20 6.07 0.0620/0.2863 1.0040

2 End-to-end 4.34 5.58 8.64 0.0493/0.2483 1.1579

3 Noise(MT1+Dial+MT2) 6.58 6.88 10.31 0.0539/0.2616 1.0934

4 Multi-task training 6.66 6.74 10.49 0.0434/0.2027 1.0594

Chinese ⇒ Korean

5 MT1+Dial+MT2 1.42 7.46 2.68 0.1411/0.4394 1.0389

6 End-to-end 3.39 9.70 4.86 0.1247/0.3877 1.2519

7 Noise(MT1+Dial+MT2) 5.46 10.34 6.38 0.1362/0.4141 1.0943

8 Multi-task training 5.31 10.64 6.73 0.1119/0.3323 1.2291

make the dialogue system act more appropriately when given the translated
utterances.

Besides, the performance of the Dist-1/2 is different from the word overlap
metrics. The end-to-end model (line 4) achieves higher word overlap metrics
while the MT-based pipeline dialogue system (line 3) obtains higher Dist-1/2.
Our proposed method can improve both the word overlap metrics and diversity of
the responses, demonstrating our proposed noise injection method’s effectiveness
compared with the MT-based pipeline dialogue system.
Results of Multi-task Training Method. The experimental results are
shown in Table 3. Compared to the end-to-end model (line 2), training monolin-
gual dialogue system and cross-lingual dialogue system simultaneously improves
both the word overlap metrics and diversity of the generated responses (line 5).
MT task is helpful for the word overlap metrics but harmful for the diversity.
When combining the monolingual dialogue task and MT task (line 6), the word
overlap metrics are higher than those of the end-to-end model, but the diversity
is lower. MonoDial+CrossDial+MT (line 4) outperforms the other two (line 5–6)
in word overlap metrics since it uses both the history and response in the Chi-
nese dialogue dataset. However, the diversity reaches the lowest. This illustrates
that the Chinese dialogue dataset can boost the performance of the end-to-end
English dialogue system when only pseudo data is available.

Results of Transfer to Other Languages. We further conduct experi-
ments on the transfer from Chinese to Spanish and Korean. The settings are
the same as Chinese to English transfer. The experimental results are shown
in Table 4. Our two methods outperform the baseline systems by a big margin
from the word overlap perspective, demonstrating that our proposed two meth-
ods effectively transfer the dialogue system to a new language by only using
knowledge in data-rich language and MT. The word overlap metrics except for
METEOR on Korean are much lower than those in English and Spanish. This
may be because the Chinese to Korean translation performance is not that ideal,
and the generated Korean pseudo data may contain much more noise than that
of English and Spanish. Besides, the diversity score of the multi-task training
method is lower than the noise injection method both in Spanish and Korean.
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Table 5. The effect of machine translation performance.

# System BLEU-4 METEOR ROUGE-L Dist-1/2 NASL

The size of MT training corpus: 500K

1 MT1+Dial+MT2 0.25 2.71 5.82 0.0512/0.3027 0.8034

2 End-to-end 0.46 3.17 6.79 0.0409/0.2379 0.8414

3 Noise(MT1+Dial+MT2) 0.63 3.85 7.38 0.0435/0.2536 0.9140

4 Multi-task training 0.57 3.40 7.15 0.0340/0.1858 0.7946

The size of MT training corpus: 1M

5 MT1+Dial+MT2 0.26 2.64 5.84 0.0508/0.3181 0.7656

6 End-to-end 0.51 3.38 6.76 0.0406/0.2369 0.8661

7 Noise(MT1+Dial+MT2) 0.75 3.93 7.65 0.0432/0.2590 0.8964

8 Multi-task training 0.63 3.75 7.26 0.0332/0.1873 0.8447

The size of MT training corpus: 2M

9 MT1+Dial+MT2 0.33 2.77 5.97 0.0450/0.2708 0.7620

10 End-to-end 0.70 3.57 7.34 0.0387/0.2303 0.7985

11 Noise(MT1+Dial+MT2) 1.03 4.35 8.37 0.0401/0.2457 0.8790

12 Multi-task training 0.80 3.88 8.12 0.0337/0.1894 0.7571

MT1=MT2 = Google Translator

13 MT1+Dial+MT2 2.55 5.26 9.31 0.0323/0.1987 1.1345

14 End-to-end 2.90 6.06 10.50 0.0307/0.1830 1.0539

15 Noise(MT1+Dial+MT2) 3.57 6.56 11.13 0.0346/0.2107 0.9799

16 Multi-task training 3.81 6.59 11.51 0.0269/0.1447 0.9783

Table 6. Human evaluation results.

System Relevance Informative Fluency

MT1+Dial+MT2 2.26 2.90 3.36

End-to-end 2.71 2.91 3.48

Noise(MT1+Dial+MT2) 2.95 3.11 3.43

Multi-task training 3.17 3.22 3.66

The Effect of MT Performance. As introduced before, the MT engines play
an essential role, since our proposed two methods are based on the pseudo data
generated by the MT engines. The above experiments show the effectiveness of
the two methods when adopting Google translator. However, MT performance
is not always satisfied. How will our methods help if we do not have a good MT?

To investigate the effect of MT, we trained another three ZH → EN (EN →
ZH) translation systems with transformer base configuration using 500K, 1M,
and 2M sentence pairs extracted from the English-Chinese Machine Translation
track corpus4. We use these three translation systems to replace Google trans-
lator and simulate low resources and poor translation performance situations.
The results are presented in Table 5.

Although the overall performance drops sharply when using the pseudo data
generated by self-trained MT systems, our proposed two methods can help boost
the performance to a certain extent. From Table 5, we can find an interesting

4 https://challenger.ai/datasets/translation.

https://challenger.ai/datasets/translation
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Fig. 2. Response examples with various systems.

phenomenon: When using Google translator to generate pseudo data, the multi-
task training method achieves the best performance, while the noise injection
method acquires the best when using self-trained MT systems. The reasons are
two-fold: (1) When using Google translator, the quality of pseudo data is rela-
tively high, and the multi-task training procedure can enhance the encoder and
learn better representations for the noise data. (2) Due to the training corpus
size, the self-trained MT’s performance is much more unsatisfactory, resulting in
more noises in the pseudo data. In this situation, the noise injection method is
more helpful since it optimizes each module and injects the same noise into the
MT systems and dialogue system, making the system more robust. All in all,
our proposed two methods can be beneficial, even if only a weak MT system is
available. Furthermore, the experimental results also indicate that the multi-task
training method will be more useful when the quality of MT is good. Otherwise,
the noise injection method will be more helpful.
Human Evaluation. We conduct the human evaluation on 150 random samples
from the English test set, and these responses are based on distinct dialogue
history. We compare responses generated by our methods with the responses
generated by baselines. Three graduate students are asked to judge the quality
of the responses according to relevance, informative, and fluency with a score
from 1 (worst) to 5 (best). The student is presented with a dialogue history and
four outputs with the name anonymized in each judgment. The average scores
are presented in Table 6.

Compared to the baseline pipeline system, the end-to-end model generates
better responses. Moreover, the fluency score is even a bit higher than that of
the noise injection method. Our noise injection method significantly improves all
three scores compared with the baseline pipeline system. This is mainly because
the noised MT system is more relevant to the dialogue task. More importantly,
the noised dialogue system has experienced more noise data from MT and bet-
ter handles noise utterance. The multi-task training method outperforms the
end-to-end by an impressive margin. Overall, the results suggest that our pro-
posed methods can effectively improve dialogue systems’ ability to generate more
appropriate responses when transferring the dialogue system to a new language.
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Case Study. The above results show that our proposed two methods can deploy
and enhance a dialogue system for the new language. To further verify our meth-
ods, we show an example of response generation with various systems in Fig. 2.
We can see that the responses generated by the noise injection method and
multi-task training are better than the two baseline systems. The two responses
generated by the two baseline systems are irrelevant to the dialogue context. The
response generated by the noise injection method mentions tea knives, while the
response generated by multi-task training can be regarded as a proper response.
We can also find that some of the generated responses are not fluent. Neverthe-
less, it does not hinder the real application since people can understand as long
as the system expresses critical information.

5 Related Work

The study of cross-lingual dialogue systems has gained much attention, and
it studies how to adapt a dialogue system into the target language. The cur-
rent work can be divided into three categories: cross-lingual NLU [1,8,9,13,15],
cross-lingual DST [3,9,13] and cross-lingual response selection [14]. [2] proposed
a multi-task learning architecture with share-private memory for multilingual
open-domain dialogue generation, which is different from ours since they aimed
at learning the common features among languages to boost dialogue systems.

Existing Cross-lingual transfer learning methods can be divided into two
categories: transfer through cross-lingual representations [4,12,20] and transfer
through MT [5,15,27]. In this paper, we focus on using MT to bridge the lan-
guage gap between data-rich and zero-resource languages.

The differences between our work and the above work are two-fold: (1) There
is no work in cross-lingual dialogue systems focusing on building a complete
dialogue system for a new language under the zero-resource setting, which is
the focus of this paper. (2) To the best of our knowledge, none of the work
has explored how to use MT to transfer a generative dialogue system to a new
language. This paper will study how to deploy a dialogue system for a new
language by transferring knowledge from data-rich language and MT.

6 Conclusion

In this paper, we present cross-lingual transfer for dialogue systems under the
zero-resource scenario. To alleviate this problem, we propose two methods to
boost the pipeline system and the end-to-end system with the help of existing
MT engines and training data in data-rich language. We first use MT and dia-
logue training data to generate various pseudo data. Then, the noise injection
method is proposed to improve the pipeline system by injecting MT noises into
the pipeline process, and the multi-task training method is proposed to enhance
the end-to-end system. Experimental results have shown that our proposed meth-
ods can improve the dialogue system’s performance for the new language. Fur-
thermore, extended experiments demonstrate that our proposed methods are
still useful even if only MT systems with poor performance are available.
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