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ABSTRACT

Effective video presentation and summarization techniques

are critical for fast browsing of video content. In this paper,

we propose a novel presentation approach to vividly depic-

t the moving process of a specific object in a surveillance

video, which aims at effectively summarizing video content

by a static image named narrative. Firstly, the object of in-

terest is extracted and segmented from the video to form a

spatio-temporal object tube. Then three criteria are proposed

to select the most representative objects from this tube. We

formulate the object selecting process as an energy minimiza-

tion problem, in which each energy term measures a corre-

sponding criterion cost. We maximally preserve the changes

of appearance and behavior while remove other redundant

content as much as possible. Finally, the selected representa-

tive objects are stitched to the background image by Poisson

editing. Experimental results show the promise of the pro-

posed approach.

Index Terms— Video narratives, Video summarization

1. INTRODUCTION

With the proliferation of video data recorded by surveillance

cameras, video presentation and summarization techniques

are critical for effective video browsing. Especially under the

scenario of surveillance, although a large amount of data is

recorded 24 hours a day, little may be truly concerned by the

viewers. A common solution to this problem is to abstract the

origin video into a static image or dynamic short video, with

which viewers can quickly capture the main idea of video.

In terms of browsing and navigation, a good video abstract

should enable the viewer to gain maximum information about

the source video in the minimum time. Over the past years,

various ideas and techniques have been proposed towards the

effective abstraction of video contents [1].

State-of-the-art research broadly falls into two categories:

static image based summarization [2, 3, 4] and dynamic video

based summarization [5, 6]. For the static-image based sum-

marization, earlier research usually focused on selecting a set

of key frames to form a new image. Goldman et al. [2] em-

ployed schematic storyboards to convey a significant time in-

terval of a video content. In their approach, a storyboard was

organized and annotated like a filmstrip but with more con-

tinuity and directionality. Another approach is presented by

Mei et al. [3] as “Video Collage”. A video sequence was

compacted as an energy minimization problem to get a single

image with seamlessly arranging ROIs (regions of interest) on

a given canvas. As a typical work for the video based summa-

rization, Pritch et al. [5] made a long video short by dynamic

video synopsis. All moving objects were extracted and rear-

ranged in a synopsis video. However, synopsis videos may

seem disordered when too much information contained. Cor-

rea and Ma [6] developed an interactive system for creating

seamless summaries of video. A panoramic background was

constructed first and then matted foregrounds were composed

on the background.

However, as discussed in our previous work [4], a fac-

t is that different viewers may concern different aspects of

video content, thus they only need to pay attention to some

specific object of interest. In this condition, approaches men-

tioned above lack specificity to express “what is the interest-

ed”. In order to enhance the user experience of browsing,

we proposed a new video presentation technology to sum-

marize only the part of interest in the video as a still stro-

boscopic image, by which viewers could obtain their desir-

able information more flexibly and explicitly at a glance. The

main difference is that, instead of directly sampling represen-

tative objects from a spatio-temporal histogram in [4], we try

to maximize the representation of the moving process for an

object through energy minimization while removing other re-

dundant content as much as possible. Besides, some related

objects may be also illustrated in the narrative to present the

contextual information when some event happens.

2. OUR APPROACH

To better depict the appearance, behavior or event of a specific

object by a static image, we propose an object-centered pre-

sentation technique for effective video browsing. First of all,

the specific object of interest is extracted and segmented from

the video to form a spatio-temporal tube. Then representative

object samples are optimally selected from the tube by energy

minimization. Finally we map them to the background image
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and generate a video narrative. In the rest of this section, we

will detail our approach from these three aspects.

2.1. Object Extraction and Segmentation

To generate a narrative, a background image is constructed, to

which representative foregrounds will be stitched. Also, the

background image is utilized as a prior in the procedure of

object extraction and segmentation. Various approaches have

been developed to improve the background models. Here, a

Gaussian Mixture Model (GMM) [7] is adopted to generate

the background.

After modeling the background, we follow [8] using back-

ground subtraction together with min-cut to get smooth seg-

mentations of moving objects, considering the problem as an

energy minimization problem. And trajectories of objects are

obtained by tracking.

We denote the set of all pixels in the frame by V and

a label function by Lr. Lr is set to be 1 when the pixel r
belongs to a foreground object and 0 when belonging to the

background. The Gibbs energy is defined as:

E(L) =
∑
r∈V

E1(Lr) + λ
∑

(r,s)∈ε

E2(Lr, Ls) (1)

where E1(Lr) is the color term, denoting the cost when the

label of pixel r is Lr. And the second term is a contrast term

between adjacent pixels s and r. The symbol ε denotes the set

of adjacent pixel pairs and λ is a weight which can be changed

to balance the effects of the two terms.

Like in [5], we define the first term as follows:

E1(Lr = 1) =

{
0, dr > k1

k1 − dr, otherwise

E1(Lr = 0) =

⎧⎪⎨
⎪⎩

∞, dr > k2

dr − k1, k2 > dr > k1

0, otherwise

where dr = ‖I(r)−B(r)‖ denotes the color differences be-

tween the current image and the background , and ki, (i =
1, 2) are two thresholds set by users. As for the second ter-

m, we directly borrow the definition from Sun’s work [8].

Then this energy minimization problem is solved by min-cut

method [9]. With the trajectory of object of interest, only

foregrounds coinciding with the trajectory are preserved in

each frame. It is worthy to note that other related object-

s may be also preserved in this process when foregrounds

are joined together with the specific object as one. Finally

a spatio-temporal tube of the object is generated.

2.2. Object Sampling by Energy Minimization

2.2.1. Problem formulation

Directly stitching the whole object tube to the background im-

age not only brings a high computation complexity but also is

unnecessary. A simple strategy is uniformly sampling objec-

t duplications from the tube in temporal. However, this will

lead to a loss of information, such as the change of object ap-

pearance, behaviors, motion etc. To achieve a visual pleasing

presentation for the object appearance, behavior or event, we

present three criteria for the sampling of object tube, that is,

1. The sample distribution along the object trajectory

should be as spatial uniform as possible;

2. Samples from the object tube should represent the

change of appearance and behavior;

3. Samples should represent the change of motion infor-

mation such as speed, direction etc.

These criteria can be formalized as a series of energy

terms, and the sampling procedure is then considered as a la-

beling problem with minimized energy. Given an object tube

containing M total objects, it is denoted as Ω = {Oi}Mi=1.

Let λ = {Ri}Mi=1 be one feasible solution, and each Ri has

a set of state variables Ri = (Oi, �i, fi), where �i is a label

indicating whether Oi is selected (�i = 1) or not (�i = 0) and

fi is a feature vector denoting the appearance of Oi. (In our

work, a simple shape context feature is utilized to describe

the object appearance.) Then the object sampling problem is

formulated to minimize the energy function as follows:

E(λ) = ω1Et(λ) + ω2Ea(λ) + ω3Ev(λ)

s.t.
M∑
i=1

�i = N,
(2)

where {ωi}3i=1 are weighted parameters to balance the effects

of three criteria.

The first term Et(λ) measures the deviation of temporal

distribution of λ, in the sense of selected objects being uni-

formly distributed. It is defined as:

Et(λ) =
1

logN

N−1∑
i=1

�ip(Ri) log p(Ri) (3)

where p(Ri) =(frame interval between Oi and Oi+1)/(the to-

tal duration of tracking). Obviously, the more uniformly λ
distributes, the less the cost Et is.

For the second term Ea(λ), we measure the appearance

change of object during a constant window δ by ri = ‖fi −
f̄i‖, where the f̄i is defined as:

f̄i =
∑
j∈δ

fj exp
−(i− j)2

δ2
/
∑
j∈δ

exp
−(i− j)2

δ2
(4)

According to Eq. 4, high local extremum points are likely

to be sampled, which stand for the representative appearance

changes of this object. So we define the energy cost for the

change of object appearance as:

Ea(λ) =
M∑
i=1

�ie
−ri (5)
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By minimizing the appearance term, neighboring objects oc-

cluding with the specific one are preferred to be selected to-

gether from the tube, instead of omitting all contextual infor-

mation as in [4].

For the third term Ev(λ), we consider the motion infor-

mation of the object tube. For two points Pi−1 and Pi within

two consecutive frames Ii−1 and Ii along the trajectory of

object, we denote the displacement by Δdi = (Δxi,Δyi).
Then each Δdi is voted into an 8-bin histogram hi, according

to the orientation of displacement and with the margin as the

voting weight. Similar to Eq. 4, a sliding temporal window δ
is utilized again to compute an average motion histogram h̄i.

Then the energy term can be defined as:

Ev(λ) =
M∑
i=1

�ie
−‖hi−h̄i‖ (6)

Motion representative objects are likely to be selected by min-

imize the Ev(λ).
Finally, we get the energy function for selecting objects

from the tube, which coincides with our sampling criteria.

2.2.2. Energy minimization

As described before, the procedure of sampling representa-

tive objects is to minimize the energy function Eq. 2. Let

Ω = {Oi}Mi=1 denote all objects in a tube, and let Θ denote

a subset of Ω with N objects. The representative object sam-

pling problem is then rewritten as the following energy func-

tion,

min
Θ

ω1Et(Θ) + ω2

∑
Oi∈Θ

Ea(Ri) + ω3

∑
Oi∈Θ

Ev(Ri) (7)

The search space for optimization of energy is a collection of

all feasible objects in the tube, which has CN
M possible so-

lutions totally. In this paper, a heuristic search algorithm is

utilized to optimize this problem. We summarize the whole

procedure as Algorithm 1. Parameters αi > 1(i = 1, 2) are

two gain factors to update energy terms in each iteration, and

γ = �M/N�, reflecting the effect of Et(λ).

Algorithm 1: Heuristic search for object sampling.

Input: N , Ω = {Oi}Mi=1

Output: Θ
while n ≤ N do

find Ri with min(Ea(Ri) + Ev(Ri)) in Ω;

Ω− = {Oi};
for k = max(0, i− γ) to min(i+ γ,M) do

Ea(Rk) = α1Ea(Rk);
Ev(Rk) = α2Ev(Rk);

Θ = Θ+ {Oi};
n++;

2.3. Object Blending

By this time, representative objects have been selected from

the tube, which will be blended with the background image.

To achieve a seamless fusion between each object and back-

ground, Poisson editing method raised from [10] is adopted

in this paper.

To be specifical, let g and b denote the extracted object

and background pixel respectively and Ψ be the domain of

blending. By solving the following Poisson equations, we get

f denoting the values of the pixels inner Ψ.

min
f

∫∫
Ψ

(Δf −Δg), s.t. f |∂Ψ = g|∂Ψ (8)

3. EXPERIMENTS

To demonstrate the performance of the proposed approach,

we test our approach on various surveillance video clips col-

lected from both public dataset (PETS2009 [11]) and our own

recorded videos.

Fig. 1 shows some results in the procedure of narrative

generation. The changes of appearance and motion energy

are illustrated in the left column. Note that the motion direc-

tion changes at Frame 18 and the appearance changes a lot at

Frame 27 due to the occurrence of occlusion, and therefore,

the corresponding energies drop lower at these objects. As

the right column shows, with energy minimization, the repre-

sentative objects are selected finally on the premise of spatial

uniformity. As discussed before, compared to [4], two neigh-

boring persons are also preserved in our resulting narrative as

the contextual information to highlight the occlusion event at

Frame 27, which reveals the behavior of object more com-

prehensively. Other examples are given in Fig. 3 and Fig. 4,

generated from different video clips.

Fig. 1. An illustration of energy of a tube and its narrative.

To the best of our knowledge, few attempts have been to

present an object-centered narrative like us. So it is difficult

to compare our approach with others quantitatively. Howev-

er, some objective criteria from [3] are borrowed with slight

modifications in our evaluations. With these criteria, we com-

pare our approach with video synopsis [5] and the method de-

scribed in [4]. Evaluators were asked to give a score (5 is the

highest while 1 the lowest) for each following questions:
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• Are you “overall satisfied” with the presentation for a

specific object in general?

• Do you consider this presentation is “representative”

for an object in the video?

• Do you believe this presentation is “visual pleasing”?

• Do you believe this presentation is “compact” enough?

• Can you get to know the “storyline” from this presen-

tation?

Fig. 2 gives the average score for each criterion. Com-

pared with video synopsis [5], narrative presentation exceeds

in characteristics of representative, visual pleasing and sto-

ryline due to the specificity. In addition, compared with [4],

in spite of a slight degeneration in visual pleasing, our ap-

proach enhances the user experience of browsing in general

by adding some contextual information.

Fig. 2. Comparisons with video synopsis and narrative in [4].

Fig. 3. Six narratives generated from clips of two different

scenarios in PETS2009 database.

4. CONCLUSIONS

In this paper, we have proposed a novel video presentation

called video narrative to summarize a specific event of ob-

ject in the source video. Representative objects are selected

and illustrated in a single image, to maximally preserve the

behavior or event information of the specific object. The ex-

perimental results are convincing for a first stage. We believe

that this kind of video presentation has large applications in

video indexing, fast browsing and video summarization.

Fig. 4. Two narratives from real surveillance videos.
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