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Abstract. Multi-view data is common in a wide variety of application
domains. Properly exploiting the relations among different views is help-
ful to alleviate the difficulty of a learning problem of interest. To this
end, we propose an extended Probabilistic Latent Semantic Analysis
(PLSA) model for multi-view clustering, named Co-regularized PLSA
(CoPLSA). CoPLSA integrates individual PLSAs in different views by
pairwise co-regularization. The central idea behind the co-regularization
is that the sample similarities in the topic space from one view should
agree with those from another view. An EM-based scheme is employed for
parameter estimation, and a local optimal solution is obtained through
an iterative process. Extensive experiments are conducted on three real-
world datasets and the compared results demonstrate the superiority of
our approach.

1 Introduction

Most learning problems in real world applications often involve rich data com-
prising multiple information modalities. These different modalities, which reveal
the fundamental attributes and properties of the studied objects from different
perspectives, are generally considered as different views of the objects. A classic
example is a document or a news report in multiple languages. Image is another
example, which can be described with many types of visual features, such as
color, texture and shape. However, the information from individual view is usu-
ally a kind of unilateral or partial reflection of data properties. We believe that
the proper exploration of the complementary information (or relations) among
different views is vertical to boost the performance of learning problems.

As one of the fundamental learning problems, clustering can also benefit from
the rich information across multiple views. The goal of clustering is to determine
the intrinsic grouping in a set of unlabeled data. Traditional clustering methods
usually take multiple views as a flat set of variables and ignore the complemen-
tary information among them. Different from traditional clustering methods, the
so-called multi-view clustering [1], [2], [3], [4], [5], [6], [7], which exploits rela-
tions among multiple views in order to improve the clustering performance, is
gradually on the rise in the past decade. Three families of algorithms might be
identified: the first aims at doing an early fusion of the multi-view information;
the second is based on the late fusion of clusters estimated independently in each
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view; and the third attempts to build a clustering model with integrating the
multi-view information into the model. To some extent, the third one is more
reasonable and possibly effective to achieve a better clustering performance from
a global view. It is also our focus in this paper.

Probabilistic Latent Semantic Analysis (PLSA) [8], [9] is a kind of generative
model, in which latent topics are imported to model the document-word co-
occurrence. When the latent topics correspond to the document clusters, the
occurrence of a document given a topic can be used to solve the document
clustering problem [10], [6]. Although PLSA achieves great success as a topic
model, it cannot deal with multi-view data well. How to effectively explore multi-
view data in PLSA-based framework motivates this work.

In this paper, we propose Co-regularized Probabilistic Latent Semantic Anal-
ysis (CoPLSA), a novel topic model for multi-view clustering. The proposed
CoPLSA attempts to perform PLSAs in different views collaboratively through
a constraint of pairwise co-regularization. The underlying assumption behind
our algorithm is that the pairwise similarities of samples on probability distri-
bution of topics are consistent across the different views. That is to say, if two
samples are close (or far away) to each other in the topic space of one view,
they should be also close (or far away) in the topic space of another view. An
EM-based alternative optimization algorithm is adopted to solve the joint opti-
mization problem. Experimental results on three real-world datasets verify the
effectiveness of our method.

The remainder of this paper is organized as follows. In Section 2, we overview
some related work on multi-view clustering. In Section 3, we give a brief review
of PLSA. Section 4 elaborates the formulation and the model estimation for
CoPLSA. The experimental evaluations and discussions are presented in Section
5. Section 6 concludes this paper with future research directions.

2 Related Work

A number of multi-view clustering algorithms have been proposed in the past
decade. According to the different level where the algorithms exploit the multi-
view information, these proposed algorithms can be categorized as feature-level,
decision-level, and model-level multi-view clustering algorithms.

Feature-level algorithms try to extract a set of fused features from multiple
views and then perform an off-the-shelf clustering algorithm such as K-means
with this feature set. Conventional feature fusion methods simply concatenate or
integrate several kinds of features together. Due to ignoring the complementary
information from multiple views, performance adopting such feature fusion may
be not better (or even worse) than that using single-view features. In order to ex-
ploit the relationship of multiple views, Chaudhuri et al. [2] considered clustering
on lower dimensional subspace of the multi-view data, projected via Canonical
Correlation Analysis (CCA). Feature-level algorithms just do an early fusion
of the multi-view information, while decision-level algorithms do a late fusion.
Decision-level algorithms first perform clustering with each view data respec-



Co-Regularized PLSA for Multi-View Clustering 3

tively, and then combine the individual results by a certain strategy to produce
a final partition. Greene and Cunningham [4] developed a new unsupervised
algorithm based on matrix factorization to group related clusters produced on
individual views. Long et al. [5] introduced a mapping function to make the dif-
ferent patterns from different spaces comparable and hence an optimal pattern
can be learned. Kim et al. [6] presented a PLSA-based multi-view clustering
approach, which first groups documents with voting patterns assigned by view-
specific PLSA, and then assigns unclustered documents to the groups using a
constrained PLSA.

Different from feature-level and decision-level algorithms, model-level algo-
rithms integrate the multi-view information into the process of model estima-
tion. In such a way, the complementary information may be exploited better.
Bickel and Scheffer [1] proposed a general multi-view EM algorithm based on
the co-EM framework. However, this method cannot guarantee to converge.
Sa [3] approached the problem of two-view clustering based on “minimizing-
disagreement” idea and performed spectral clustering on a bipartite graph. Ku-
mar et al. [7] proposed a multi-view clustering approach in the framework of
spectral clustering. The approach uses the philosophy of co-regularization to
make the clusterings in different views agree with each other. It’s worth to men-
tion that our proposed method CoPLSA is also a model-level multi-view clus-
tering algorithm. CoPLSA combines individual PLSAs and models documents
collaboratively in different views by a constraint of pairwise co-regularization
which contains the structure information from multiple views.

3 A Brief Review of PLSA

Probabilistic Latent Semantic Analysis (PLSA) models each word in a document
as a sample from a mixture model, where the mixture components are multino-
mial random variables that can be viewed as representations of “topics”. Thus
each word is generated from a single topic, and different words in a document
may be generated from different topics. Each document is represented as a list
of mixing proportions for these mixture components and thereby reduced to a
probability distribution on a fixed set of topics.

As a generative model for document-word co-occurrences, PLSA is defined
by the following scheme:

1) select a document di with probability p(di),
2) pick a latent topic zk with probability p(zk|di),
3) generate a word wj with probability p(wj |zk).
As a result one obtains an observation pair (di, wj), while the latent topic

variable zk is discarded. Translating the data generation process into a joint
probability model results in the following expressions:

p(di, wj) = p(di)p(wj |di), (1)

p(wj |di) =
K∑

k=1

p(wj |zk)p(zk|di). (2)
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Fig. 1. The structure of CoPLSA. The small circles with same colors means CoPLSA
encourages the pairwise similarities based on topic distribution as consistent as possible
across different views.

Following the likelihood principle, one determines p(di), p(zk|di), and p(wj |zk)
by maximizing the following log likelihood function:

L(Ψ) =
N∑
i=1

M∑
j=1

c(di, wj) log p(di, wj)

∝
N∑
i=1

M∑
j=1

c(di, wj) log

K∑
k=1

p(wj |zk)p(zk|di)

(3)

where Ψ = {p(wj |zk), p(zk|di)} is the set of model parameters, and c(di, wj)
denotes the term frequency, i.e., the number of times wj occurred in di.

The above optimization problem can be solved by standard Expectation Max-
imization (EM) algorithm [11].

4 Co-Regularized PLSA

PLSA is a typical generative model for document-word co-occurring analysis,
which is originally designed for the case of single-view data. To collaboratively
leverage information contained in multiple views, we propose our method Co-
Regularized PLSA (CoPLSA). We first start with two-view data for simplicity.
Then we further extend the two-view case to a more general case where data
has more than two views.

4.1 Two-View CoPLSA

Figure 1 shows the structure of CoPLSA in the two-view case. There are N sam-
ples (also called documents). Suppose we have two document-word co-occurrence
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tables, i.e., Cv
N×Mv and Cw

N×Mw , which are representations of documents on view
V and view W individually. CoPLSA models documents in different views col-
laboratively with the constraint that pairwise similarities of documents across
different view topic spaces are encouraged as consistent as possible. Formally,
CoPLSA is modeled as maximizing the following objective function:

O(Ψv, Ψw) = τvL(Ψv) + τwL(Ψw)− λR (4)

where L(Ψv) and L(Ψw) are the log likelihood functions of PLSA on view V and
view W , respectively. The parameter τv(τw) is the weight of view V (W ), which
satisfy the constraint

τv + τw = 1 (5)

The parameter λ trades off two PLSA log likelihood objectives and the pairwise
co-regularization R which bridges these two individual views together. The form
of R is defined as

R = ||Sv − Sw||2F (6)

where Sv(Sw) is a N ×N pairwise similarity matrix in the topic space of view
V (W). The element Sv

ij (similar to Sw
ij) in Sv which measures the similarity

between the i-th document and the j-th document in the topic space of view V
could be defined by many forms. Here we adopt Euclidean distance to measure
the distance between two documents in the topic space and choose Gaussian
kernel as our similarity measure defined in Eq. 7.

Sv
ij = exp(−

∑
k(p

v(zk|di)− pv(zk|dj))2

σ
) (7)

The joint optimization problem given by Eq. 4 can be iteratively solved with
the following two maximization problems:

1) Problem P1: fix Ψw = Ψ̂w, and solve the reduced problem O(Ψv, Ψ̂w);
2) Problem P2: fix Ψv = Ψ̂v, and solve the reduced problem O(Ψ̂v, Ψw).
We summarize the parameter estimation algorithm in Alg. 1. Since P1 and

P2 are completely symmetrical, we give a detailed analysis of P1 for concise. For
a given Ψw = Ψ̂w, we get the following reduced optimization problem in view V :

O(Ψv, Ψ̂w) = τvL(Ψv)− λR (8)

The optimization problem O(Ψv, Ψ̂w) adopts the same generative scheme as that
of PLSA. The standard procedure for maximum likelihood estimation in latent
variable models such as PLSA is the Expectation Maximization (EM) algorithm.
EM alternates two steps:

1) an expectation (E) step, where posterior probabilities are computed for
the latent variables, based on the current estimates of the parameters;

2) a maximization (M) step, where parameters are updated based on maxi-
mizing the so-called expectation of complete-data log likelihood which depends
on the posterior probabilities computed in the E-step.
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Algorithm 1 Algorithm of CoPLSA

Input:
Two view feature matrices Cv

N×Mv and Cw
N×Mw ,

Termination condition value ε
Output:

Ψv
n = {pvn(zk|di), pvn(wj |zk)},

Ψw
n = {pwn (zk|di), pwn (wj |zk)}

1: Initialize Ψv
0 ,Ψ

w
0 ;

2: n← 1;
3: while true do
4: P1: Keep Ψw

n−1 fixed, update Ψv
n as Alg. 2

5: P2: Keep Ψv
n fixed, update Ψw

n similar as Alg. 2
6: if O(Ψv

n , Ψ
w
n )−O(Ψv

n−1, Ψ
w
n−1) ≤ ε then

7: break;
8: else
9: n← n+ 1;
10: end if
11: end while

E-step:
The optimization problem O(Ψv, Ψ̂w) has exactly the same E-step as that

of PLSA. The posterior probabilities for the latent variables pvn(zk|di, wj) are
computed by simply applying Bayes’ formula:

pvn(zk|di, wj) =
pvn−1(wj |zk)pvn−1(zk|di)∑
k p

v
n−1(wj |zk)pvn−1(zk|di)

(9)

M-step:
Using a similar derivation to PLSA, we have the following relevant part of

the expectation of complete-data log likelihood function for O(Ψv, Ψ̂w), where
for convenience of discussion, we also add the Lagrange multipliers corresponding
to the constraints on parameters:

Q(Ψv, Ψ̂w) = τvF(Ψv)− λR

+
∑
i

αi(1−
∑
k

pv(zk|di)) +
∑
k

βk(1−
∑
c

pv(wc|zk)) (10)

F(Ψv) =

N∑
i=1

Mv∑
j=1

cv(di, wj)

K∑
k=1

(pv(zk|di, wj) log(p
v(wj |zk)pv(zk|di))) (11)

where F(Ψv) is the expectation of complete-data log likelihood function of PLSA
in view V .

∑
i αi(1 −

∑
k p

v(zk|di)) and
∑

k βk(1 −
∑

c p
v(wc|zk)) are the La-

grange multipliers corresponding to the constraints that
∑

k p
v(zk|di) = 1 and∑

c p
v(wc|zk) = 1. Through derivation, we obtain the solutions to re-estimate

the parameter Ψv
n = {pvn(w|z), pvn(z|d))} as follows:

pvn(wj |zk) ∝
∑
i

cv(di, wj)p
v
n(zk|di, wj) (12)
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pvn(zk|di) ∝ τv
∑
j

cv(di, wj)p
v
n(zk|di, wj)− λ

∂R

∂pvn−1(zk|di)
pvn−1(zk|di) (13)

The estimation of pvn(wj |zk) does not rely on the pairwise co-regularization,
thus the solution is the same as PLSA. For pvn(zk|di), there is an extra part
−λ ∂R

∂pv
n−1(zk|di)

pvn−1(zk|di) compared to PLSA. This extra part propagates com-

plementary information between view V and view W , where ∂R
∂pv(zk|di)

is the

derivative of pairwise co-regularization R w.r.t pv(zk|di) and defined in Eq. 14.

∂R

∂pv(zk|di)
= 2

∑
j

∂(Sv
ij − Sw

ij)
2

∂pv(zk|di)

= − 8

σ

∑
j

Sv
ij(S

v
ij − Sw

ij)(p
v(zk|di)− pv(zk|dj))

(14)

The updating rules of Ψv
n are detailed in Alg. 2.

Algorithm 2 Update rule of Ψv
n

Input:
Feature matrix of V Cv

N×Mv ,
The result of last iteration Ψv

n−1, Ψ
w
n−1

Output:
Ψv
n = {pvn(zk|di), pvn(wj |zk)}

1: E step:
2: Computer pvn(zk|di, wj) as in Eq. 9
3: M step:
4: Computer pvn(wj |zk) as in Eq. 12;
5: Computer pvn(zk|di) as in Eq. 13;
6: Make normalization to pvn(wj |zk) and pvn(zk|di).

4.2 Extension to Multiple Views

CoPLSA proposed in the Section 4.1 can be extended to more than two views,
which is a more general situation in practice. This can be done by employing
pair-wise co-regularization on each two-view pair. For M views, we have

O(Ψ1, ..., ΨM ) =
M∑
v=1

τvLv − λ
∑

1≤v ̸=w≤M

Rvw (15)

We use a common λ for all pair-wise co-regularizations for simplicity of ex-
position, however different λ’s can be used for different pairs of views. Similar
to the two-view case, we can optimize it by alternative maximization. With all
but one Ψv fixed, we have the following optimization problem:

O(Ψ̂1, ...Ψv, ..., Ψ̂M ) = τvL(Ψv)− λ
∑

1≤v ̸=w≤M

Rvw
(16)
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The re-estimation equations of pvn(zk|di, wj), p
v
n(wj |zk) are quite the same as

Eq. 9 and Eq. 12. As for pvn(zk|di), we have the updating solution as:

pvn(zk|di) ∝ τv
∑
j

cv(di, wj)p
v
n(zk|di, wj)− λ

∑
1≤v ̸=w≤M

∂Rvw

∂pvn−1(zk|di)
pvn−1(zk|di)

(17)
This optimization process is cycled over all views.

The computational complexity is very important for the algorithm efficiency.
For CoPLSA, the complexity of each iteration is O(KNM(W̄ +N)), where K
is the number of topics, N is the number of samples, M is the number of views
and W̄ is the average size of different views’ dictionaries.

5 Experiment

5.1 Datasets

To investigate the performance of CoPLSA for clustering, experiments are con-
ducted on three real-world datasets. We give a brief description of each dataset
as follows:

Reuters Multilingual dataset [12]: This collection contains documents
originally written in five different languages (English, French, German, Spanish
and Italian), and their translations, over a common set of 6 categories. We ran-
dom sample 10% documents from 18,758 documents originally in English. We
use their original representation as the first view, their Spanish translation as
the second view and their French translation as the third view. The vocabulary
size of English is 21,531, while that of Spanish and French are 11,547 and 24,893
respectively.

NUS-Wide Object dataset [13]: As a subset of NUS-Wide data, it con-
sists of 31 object categories (e.g., computer, toy and bear) and 30,000 images
in total. We eliminate images which belong to more than one category. Then
we randomly sample 20% images from the remaining 23,953 images for model
learning. 216-dimensional RGB histogram and 500-dimensional SIFT bag-of-
words are extracted as the first and second view. 256-dimensional LBP feature
are used as the third view.

Corel5K dataset [14]: This set contains 5,000 images with 50 groups, such
as train, mountain and tiger. Each group is composed of 100 images. We extract
the same features as NUS-Wide Object dataset.

5.2 Evaluation Criterion

Two metrics, the accuracy (ACC) and the normalized mutual information (NMI)
are used to measure the clustering performance [15] [16].

Accuracy (ACC): Given a document di, let li and ri be the cluster label and
the label provided by the document corpus, respectively. The ACC is defined as
follows:

ACC =

∑n
i=1 δ(ri,map(li))

n
(18)



Co-Regularized PLSA for Multi-View Clustering 9

where n denotes the total number of documents in the test, δ(x, y) is the delta
function that equals one if x = y and equals zero otherwise, and map(li) is the
mapping function that maps each cluster label li to the equivalent label from the
document corpus. The best mapping can be found by using the Kuhn-Munkres
algorithm [17].

Normalized Mutual Information (NMI): Let C denote the set of clus-
ters obtained from the ground truth and Ĉ obtained from our algorithm. Their
mutual information metric MI(C, Ĉ) is defined as follows:

MI(C, Ĉ) =
∑

ci∈C,ĉj∈Ĉ

p(ci, ĉj) log2
p(ci, ĉj)

p(ci)p(ĉj)
(19)

where p(ci) and p(ĉj) are the probabilities that a document arbitrarily selected
from the corpus belongs to the clusters ci and ĉj , respectively, and p(ci, ĉj) is the
joint probability that the arbitrarily selected document belongs to the clusters
ci as well as ĉj at the same time. In our experiments, we use the normalized
mutual information NMI as follows:

NMI(C, Ĉ) =
MI(C, Ĉ)

max(H(C),H(Ĉ))
(20)

where H(C) and H(Ĉ) are the entropies of C and Ĉ, respectively. It is easy to
check that NMI(C, Ĉ) ranges from 0 to 1. NMI = 1 if the two sets of clusters
are identical, and NMI = 0 if the two sets are independent.

5.3 Compared Scheme

To validate the performance of the proposed CoPLSA, we compare it with a
number of baselines, which are listed as follows:

K-means with the best one view feature(K-means + BOVF): running
K-means with the view which contains most information.

K-means with concatenation of two view features(K-means + CTVF):
running K-means with concatenation of the first two view features.

PLSA with the best one view feature(PLSA + BOVF): running PLSA
with the view which contains most information.

PLSA with concatenation of two view features(PLSA + CTVF): run-
ning PLSA with concatenation of the first two view features.

CCA-based Multi-View Clustering 1 (CCAMC) [2]: applying CCA to
fuse features from the first two views and then running K-means.

Vote-based PLSA 2 (VPLSA) [6]: a PLSA-based multi-view clustering
method which uses clustering results obtained on each view as a voting pattern.

Pairwise Co-regularized Spectral Clustering (PCoSC) [7]: an improved
multi-view spectral approach with pairwise co-regularization.

1 Since the feature dimension of the Reuters Multilingual dataset is too high for CCA,
we first reduce it to 100-dimension by PLSA before performing CCAMC.

2 Due to working in two view case, in the stage of single-view clustering, only when
two vote patterns are agreed, the document is assigned.
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Table 1. Clustering performance

Reuters Multilingual NUS-Wide Object Corel5K
ACC(%) NMI(%) ACC(%) NMI(%) ACC(%) NMI(%)

K-means+BOVF 33.6± 4.0 7.2± 5.6 12.5± 0.5 10.0± 0.3 18.4± 0.5 28.2± 0.4

K-means+CTVF 29.9± 2.2 4.0± 3.7 12.6± 0.6 9.8± 0.2 21.1± 0.5 32.4± 0.3

PLSA+BOVF 45.4± 3.5 27.1± 2.6 12.2± 0.4 10.5± 0.2 21.3± 0.2 31.1± 0.8

PLSA+CTVF 42.3± 5.0 24.3± 2.9 10.9± 0.2 10.1± 0.3 21.9± 0.3 33.2± 0.7

CCAMC 32.4± 3.0 10.9± 2.7 13.1± 0.4 8.8± 0.3 18.7± 0.8 24.8± 0.6

VPLSA 46.8± 5.0 29.8± 2.6 12.4± 0.5 11.2± 0.3 22.8± 0.1 34.7± 0.9

PCoSC 42.8± 1.5 32.0± 0.9 10.4± 0.1 9.9± 0.1 18.0± 0.5 34.2± 0.4

CoPLSA(2) 49.4± 3.6 31.8± 2.7 13.8± 0.6 11.6± 0.4 23.5± 0.7 33.6± 0.6

CoPLSA(3) 50.2± 4.3 33.8± 3.6 14.5± 0.8 10.7± 0.2 22.9± 0.3 32.3± 0.7

5.4 Experimental Analysis

In this paper, we focus on clustering problem. The true underlying topics ex-
tracted by CoPLSA can be regarded as clusters. The estimated conditional prob-
ability distribution function p(zk|di) can be used to infer the cluster label of each
document. In order to speed up, in implementation of CoPLSA, we randomly se-
lect 5% sample pairs to construct the similarity matrix Sv(Sw). In other words,
only 5% pairwise similarities of samples are kept consistent across different views
in parameter estimation. In addition, all the view weight τ ’s in our experiment
are set to 0.5 in two-view case, and 0.33 in three-view case for simplicity.

For the multi-view clustering algorithms (i.e., CCAMC, PCoSC and CoPLSA),
we can get one cluster result for each individual view. And we report the best
view 3 results in Table 1. For the Reuters Multilingual dataset, the best view
is the representation of Spanish, while for the NUS-Wide Object and Corel5K
datasets, the best views are both the representations of 500-dimensional SIFT
bag-of-words. Moreover, the final performance scores for all the methods are
obtained by averaging the scores over 20 tests with random initializations.

From the compared results in Table 1, we can obtain some observations as
follows. For the Reuters Multilingual dataset, CoPLSA with two views achieves
significant improvement compared with all the baselines according to ACC, and
the performance of CoPLSA with three views is further promoted in terms of
ACC and NMI. Besides, rather than improving the performance, the simple fea-
ture concatenation results in even worse scores than that of single view. For
the NUS-Wide Object dataset, the proposed CoPLSA with two views outper-
forms all the baselines in terms of ACC and NMI. The second best performance
on ACC is attained by CCAMC. Furthermore, addition of the third view also
leads to further improvement than the two view case according to ACC. For the
Corel5K dataset, CoPLSA with two views performs better than others on the
basis of ACC. Moreover, we note that the addition of the third view does not

3 In our experiments, we decide which view is the best view according to the single view
performance of K-means. In practice, it may be judged by some prior information.
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always improve the performance. This may be attributed to the reason that the
added view is not informative or contains too much noise. To sum up, all of these
experiments demonstrate the effectiveness of our approach.

The regularization parameter λ balances the weight of PLSA log likelihood
objectives and the pairwise co-regularization. We also conduct an experiment
by changing the values of parameter λ to validate its impact on the clustering
performance. From Fig. 2, it can be observed that our CoPLSA achieves consis-
tent good performance with λ varying in a certain range. Best performance can
be achieved when λ are around 0.07, 0.03, and 0.005 for these three datasets,
respectively.

Fig. 2. The performance of CoPLSA with varying λ

6 Conclusion

In this paper, we propose Co-Regularized PLSA, a novel clustering algorithm
based on PLSA for multi-view data. Our approach adopts a constraint of pair-
wise co-regularization to connect different PLSAs which work on different views.
Given multi-view data, CoPLSA can model documents in different views simul-
taneously with the constraint of encouraging the pairwise similarities of samples
consistent across different views. We first work with two-view case and then ex-
tend the algorithm to more than two views cases. An alternative maximization
framework is adopted to solve the joint optimization problem. Experimental re-
sults on three real-world datasets demonstrate the promising performance of our
method.

In future, we will extend the proposed framework to the case where some
of views have missing data. Moreover, CoPLSA can also be applied to other
unsupervised problems such as dimensionality reduction, topic extraction, etc.
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