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ABSTRACT

Compared with the traditional interaction approaches, such
as keyboard, mouse, pen, etc, vision based hand interaction is
more natural and efficient. In this paper, we proposed a robust
real-time hand gesture recognition method. In our method,
firstly, a specific gesture is required to trigger the hand detec-
tion followed by tracking; then hand is segmented using mo-
tion and color cues; finally, in order to break the limitation of
aspect ratio encountered in most of learning based hand ges-
ture methods, the scale-space feature detection is integrated
into gesture recognition. Applying the proposed method to
navigation of image browsing, experimental results show that
our method achieves satisfactory performance.

1. INTRODUCTION

With the development of ubiquitous computing, current user
interaction approaches with keyboard, mouse and pen are not
natural enough for them. On PC platform, there are applica-
tions such as interactive entertainments and augmented reality
requiring more natural and intuitive interface. For mobile or
hand held devices, their relatively small size leads to limited
input space and encumbered experience with tiny keyboard
or touch screen. Hand gesture is frequently used in people’s
daily life. It’s also an important component of body languages
in linguistics. So a natural interaction between humans and
computing devices can be achieved if hand gestures can be
used for communication between human and computing de-
vices.

Vision based hand gesture interface has been attracting
more attentions due to no extra hardware requirement except
camera, which is very suitable for ubiquitous computing and
emerging applications. Methods for vision based hand ges-
ture recognition fall into two categories: 3D model based
methods and appearance model based methods. 3D model
may exactly describe hand movement and its shape, but most
of them are computational expensive to use. Recently there
are some methods to obtain 3D model with 2D appearance
model such as ISOSOM and PCA-ICA in [1]and [2].
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In this paper, we focus on appearance model based method.
There have been a number of research efforts on appearance
based method in recent years. Freeman and Weissman recog-
nized gestures for television control using normalized corre-
lation [3]. This technique is efficient but may be sensitive to
different users, deformations of the pose and changes in scale,
and background. Cui and Weng proposed a hand tracking
and sign recognition method using appearance based method
[4]. Although its accuracy was satisfactory, the performance
was far from real-time. Just et al introduce modified census
transform into hand gesture classification [5]. For the purpose
of classifying each gesture respectively, their method obtains
fairly good results. While the performance in recognition ex-
periments was not so satisfactory and the recognition result of
different gesture great disparity. Elastic graphs were applied
to represent hands in different hand gestures in Triesch’s work
with local jets of Gabor filters [6]. It locates hands without
separate segmentation mechanism and the classifier is learned
from a small set of image samples, so the generalization is
very limited.

The performance of vision based gesture interaction is
prone to be influenced by illumination changes, complicated
backgrounds, camera movement and specific user variance.
Many researchers have made effective efforts to deal with
these problems. Lars and Lindberg used scale-space color
features to recognize hand gestures [7]. In their method, ges-
ture recognition method is based on feature detection and user-
independent while the authors showed real-time application
only under uniform backgrounds. Mathias and Turk devel-
oped a vision gesture interface with extended Adaboost for
wearable computing, named HandVu [8]. It’s insensitive to
camera movement and user variance. The hand tracking ac-
quired promising results, but the segmentation was not so re-
liable. Moreover all hand gesture images are required to have
the similar aspect ratios, which restrict the scope of applica-
tions. In this paper, inspired by Lars and Lindberg’s works
and HandVu, we present a robust real-time gesture recogni-
tion method. The main idea is to segment hand with color and
motion cues generated by detection and tracking. Then scale-
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space feature detection method is used to recognize hand ges-
tures. Our method is not confined by aspect ratio of hand
image and can deal with cluttered background. Its also im-
mune to camera movement in virtue of stable hand tracking.
The whole process of gesture recognition is as follows:

(1) Firstly hand detection with Adaboost is used to trigger
tracking and recognition.

(2) Then Adaptive hand segmentation is executed during
detection and tracking with motion and color cues.

(3) Finally, scale-space features detection is applied to find
palm-like and finger-like structures. Hand gesture type
is determined by palm-finger configuration.

2. THE PROPOSED METHOD

2.1. Hand detection

Most of hand detection methods are sensitive to complicated
background. Skin color based hand detection is unreliable for
the difficulty to be distinguished from other skin-colored ob-
jects and sensitivity to lighting conditions. Approaches using
shape models require sufficient contrast between object and
background. There have been some effort to detect hand in
grey image like Adaboost in [9][10]. It’s similar to method in
face detection and is adopted in our hand detection.

Hand detection in our method is an initial step of interac-
tion. It’s important for a gesture interface as it functions as a
switch to turn on the interface. The detection uses extended
Adaboost method which adopts a new type of featurefour box
feature like image (d) and (e) in Fig.1.[9]. It’s a feature type
similar to the diagonal rectangle feature in an extension of
Viola and Jones’s work in [11]. It allows for almost arbitrary
area comparisons since the rectangles’ locations and sizes are
less constrained; even overlapping areas are permitted.

1"iHa -
Fig. 1. (a-c) traditional feature type. (d-e) extended feature
type.

2.2. Hand tracking

It is a challenging task to track the articulated objects. Al-
though shape based methods achieve better results for rigid
objects, it is not suitable for the articulated objects, such as
hand. Texture or appearance based methods have been im-
proved to be more robust for the non-rigid objects. Some
approaches resort to background modeling with limitation of
stationery camera. Optical flow based method can produce

good results for tracking when the object exhibit limited de-
formations.

In our method, we use a multi-modal technique which
combines optical flow and color cue [12] to obtain stable hand
tracking. Flock of features, which is first presented in [13] to
describe behavior of birds or herds is adopted to make the tra-
ditional optical flow method feasible in the articulated object
tracking. “Flock” means a loose global constraint on features’
position, for example KLT features. It’s a feature updating
mechanism which replacing lost features with new ones. In
every frame during tracking, there are two constraints: no two
features must be closer to each other than a threshold distance
and no feature must be further from the feature median than
another threshold distance. Features violating the above re-
strictions will be removed [12].

2.3. Hand segmentation

Once the hand is detected, the color of hand is collected from
the neighborhood of features mean position. Considering trade-
off between computational cost and accuracy of description,
we use a single Gaussian model to describe hand color in
HSV color space. In Fig.2(a), the bigger white dot denotes
features’ mean position. Only features within the circle are
used to get instant hand color model. Compared with nor-
malized RGB histogram in [12], our method can get better
segmentation results. Histogram method is based on the as-
sumption that no other exposed skin color part of user in the
certain area around the hand. If there are wooden objects or
part of user’s face passing by such area, the histogram will
deviate and segmentation results will be rapidly degraded. In
that case our method can get better results like Fig.2(b).

o Feature
Q Fealure mean position

Skin color collect area

(b) Hand segmentation results

Fig. 2. Hand Segmentation method and results.

2.4. Gesture recognition

In general, recognizing various hand configurations is a dif-
ficult and largely unsolved problem. Ong and Bowden [10]
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distinguished hand shapes with boosted classifier tree and ob-
tained fairly good results. However, their method is time con-
suming and unpractical for interactive interfaces. Hanning
Zhou and T. Huang made effort to recognize static hand ges-
tures using local oriental histogram feature distribution model,
but background in experiments are quite simple and sleeve
color and texture are restricted [14]. Kolsch used fanned boost-
ing detection for classification and got nearly real time results.
In his method, all gestures’ template should have identical
resolutions and the hand areas must have identical aspect ra-
tios [8]. Since Lindberg made seminal work on scale-space
framework for image geometric structures detection [15], scale-
space features detection have been widely applied in object
recognition, image registering, etc. For planar hand shape,
the scale-space feature detection can be used to detect blob
and ridge structures, i.e. palm and finger structures. Blobs
are detected as local maxima in scale space of the square of
the normalized Laplacian operator [7].

vzm'r‘mL = t(Lzz + Lyy) (1)

L, and L, are Gaussian derivative operators at scale ¢ along
two dimensions of image. Elongated ridge structures, usually
represented as ellipses are localized where the ridge detector

7er'rw'r'ml/ = t3/2 ((wa - Lyy)2 + 4Liy) (2)

assumes a local maximum in scale-space [15]. Ellipse pa-
rameters such as orientation and axis length are defined by a
windowed second moment matrix in (3) as described in [15].
L, and L, are Gaussian mixture derivative operator and g is
Gaussian kernel at a certain integration scale ;.

L} L,L
5= / ( e Lely )g(n; tu)dy O
neR? LzLy Lz

Fig. 3. Blob and ridge detection of hand gestures.

Lars Bretzner in [7] using multi-scale color features to
detect planar hand posture structures, i.e. fingers and palms.
However in practice they also put many restrictions on back-
ground according to their video demo. In our method, we re-
duce computation expense by detect multi-scale feature across
binary image and make hand gesture interface more practica-
ble by combine this feature detection with hand tracking and
segmentation.

3. EXPERIMENTS

In order to validate the proposed method, we design a hand-
driven navigation of image browsing interface. We defined six

M

RIGHT UP

LEFT DOWN

OPEN CLOSE/STOP
Fig. 4. Gesture definition.

gestures as shown in Fig. 4 for navigation interface which is
indispensable in interactive interface: These gestures execute
operations like shifting focus. LEFT, RIGHT, UP and DOWN
are for shifting focus in four directions; OPEN and CLOSE
are used to open and close preview of selected image. CLOSE
is also interpreted as STOP when shifting focus.

202 e B
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Fig. 5. Sample results for gesture recognition.

s = exp [% Z(u,v) log (F(u, v) — P(u, v))] 4

We probe the separability of the six defined gestures with
spectrum analysis like (4)[9]. and get their separability values
s as shown in Tab.1.F'(u,v) and P(u,v) are Fourier trans-
form of sample hand image and neutral grey image of the
same size k. From the Tab.1, the OPEN has the highest sep-
arability value, which suggests it is easy to detect and dis-
tinguish from other gestures. Moreover, OPEN as the begin-
ning is also coincident with user experience. So we define the
OPEN as switch to open interface and train a detector for it
using Adaboost with extended features in Section 2 .

Table 1. Separability value of six gestures.
| Gesture [ LEFT | RIGHT | UP | DOWN | OPEN | CLOSE |

[ value [ 0.1744 | 01676 [ 0.1414 | 0.1481 [ 02108 [ 0.1608 |

To assess the performance of this combined method with
average accuracy, a total of 2596 frames were recorded in ex-
periments. There are both simple and cluttered backgrounds
and gestures were performed by different users. A few frames
with different gestures are shown in Fig. 5. Tab. 2 shows re-
sults under simple (but not uniform) background and Tab. 3
contains results under cluttered background. Among the total
of 2596 frames recorded, 2436 frames were recognized cor-
rectly. The average accuracy of recognition in experiment is
0.938. It can be noted that recognition accuracy for RIGHT
are a bit lower than others. From the captured frames, it
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